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Abstract 

Natural Language Processing (NLP) techniques have been integrated into legal software systems to address the increasing 

volume and complexity of legal content in regulatory compliance, litigation, and contract management. This systematic study 

examines the current advancements in NLP applications for legal document analysis, focusing on critical tasks such as 

contract appraisal, case law summarization, legal question answering, and compliance verification. Ten fundamental research 

papers published between 2019 and 2025 were selected from academic sources such as IEEE Xplore, ACM Digital Library, 

SpringerLink, arXiv, and others utilizing the PRISMA methodology. The paper highlights the evolution from rule-based and 

statistical models to deep learning architectures and large language models (LLMs) tailored for legal text, such as Legal-

BERT and GPT-based systems. Despite the potential of NLP in legal practice to automate monotonous tasks and enhance 

legal reasoning, significant challenges persist. These include the absence of annotated legal datasets, difficulties in 

interpreting domain-specific terminology, model bias, insufficient output transparency, and ethical concerns over automation 

in critical sectors. Numerous systems also exhibit a deficiency in explainability, undermining regulatory approval and trust. 

This work encapsulates current achievements, evaluates model performance on common legal NLP tasks, and highlights 

significant gaps and future research paths. It facilitates the development of legally competent, auditable, domain-adaptive 

NLP systems that seamlessly integrate into judicial and commercial legal procedures. 
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1. Introduction 

In the advancing realm of legal technology, the quantity, intricacy, and speed of legal paperwork have increasingly posed 

challenges for human practitioners to oversee [1]. Legal practitioners frequently engage with extensive statutes, contracts, 

case law, regulations, and regulatory documents that are replete with specialized terminology, intricate syntax, and contextual 

nuances. With the increasing demand for efficiency, accuracy, and cost reduction in legal services, Natural Language 

Processing (NLP) has emerged as a transformative technology that may automate and enhance numerous document-intensive 

legal processes. Natural Language Processing (NLP), a branch of artificial intelligence (AI) and computational linguistics, 

encompasses the automated analysis and creation of human language [2]. NLP tools in the legal area can facilitate several 

applications, such as automated contract analysis, legal question answering, document classification, case law summarization, 

and compliance verification. These technologies assist attorneys in identifying terms, duties, risks, precedents, and 

inconsistencies—tasks that would otherwise require considerable human labor. The emergence of deep learning and the 

current proliferation of large language models (LLMs), including GPT and BERT variations refined on legal texts, have 

elevated NLP-driven computers to unprecedented levels of semantic comprehension and contextual reasoning. 

Notwithstanding considerable progress, the utilization of NLP in the study of legal documents continues to be fraught with 

distinct obstacles [3]. Legal texts frequently exhibit ambiguity, require interpretation, and are context-dependent, markedly 

deviating from common language corpora. Furthermore, ethical and practical considerations—such as transparency, 

explainability, responsibility, and the risk of algorithmic bias—highlight the necessity for prudence, particularly in critical 

contexts such as judicial processes or regulatory adherence. The lack of high-quality annotated datasets exacerbates these 

issues, restricting the efficacy of supervised learning methods and the generalizability of pre-trained models. While numerous 

separate studies have investigated particular tasks and techniques in legal NLP, a thorough, systematic synthesis of the topic 

remains in development [4, 5]. A comprehensive study is necessary to unify disparate knowledge, evaluate existing 

technological competencies, and pinpoint significant deficiencies. This can function as a reference for future study and 

practical implementation by delineating the accomplishments, ongoing obstacles, and the most promising potential. 

 

1.1. Understanding NLP and its Importance 

Comprehending Natural Language Processing (NLP) and its importance in legal document analysis necessitates 

examining the convergence of technology, artificial intelligence (AI), data science, and contract interpretation. Instruments 

such as LexCheck are essential for automating the review and negotiation processes. NLP models in legal document analysis 

employ sophisticated algorithms to extract essential data points, sentences, and provisions from extensive text, facilitating 

lawyers in their tasks. Utilizing AI-driven solutions like LexCheck, legal practitioners can optimize contract evaluations and 

guarantee adherence to legal norms. The automated features of NLP accelerate the process and reduce human error, hence 

improving the efficiency and precision of legal document analysis. This groundbreaking technology has transformed the legal 

sector by offering innovative solutions that enhance workflow, lower costs, and diminish risks [6]. 

 

1.2. Data Science in Legal Document Examination 

Data science in legal document analysis employs advanced technologies, such as NLP, AI, and machine learning, along 

with tools like LexCheck, to derive significant insights from intricate legal documents. The integration of data science 

techniques and advanced algorithms improves the efficiency and precision of document inspection and management 

procedures. LexCheck utilizes cutting-edge data science methodologies to transform legal document analysis. LexCheck 

employs AI and machine learning to automate the review of contracts, briefs, and other legal documents with accuracy and 

efficiency. These tools not only conserve time but also enhance the overall quality of work by minimizing human errors and 

ensuring adherence to legal norms. The incorporation of NLP facilitates the extraction of essential information, empowering 

legal practitioners to make prompt, informed choices. The integration of data science and sophisticated algorithms in legal 

document analysis enhances efficiency and accuracy [7]. 

This study aims to systematically examine Natural Language Processing applications in legal document analysis systems. 

It specifically examines what is explained in the given table: 

 
Table 1. 

Natural Language Processing applications in legal document analysis systems. 

·        The range of NLP applications utilized in legal settings;  

·        The concepts and methodologies employed—from traditional algorithms to large language models;  

·        Accessibility and utilization of domain-specific data;  

·        Performance metrics and evaluation standards;  

·        Technical, legal, and ethical challenges hindering acceptance; unresolved issues and prospective avenues for 

investigation. 
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The research guarantees rigor in selection, screening, and literary analysis through the PRISMA methodology. The 

findings should inform academic researchers and business executives, thereby bridging the divide between computational 

advancements and real legal requirements. 

 

2. Methodology 

To guarantee the validity and completeness of its conclusions, a systematic review calls for an open and repeatable 

research approach. Following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 

guidelines, we defined, carried out, and reported our literature search, screening, inclusion criteria, and analytical methods 

for this study. The aim was to find and evaluate peer-reviewed scholarly works on the use of Natural Language Processing 

(NLP) in legal document analysis, namely those including software implementations, legal corpora, or pragmatic 

applications. 

 
Table 1. 

The following research questions (RQs) was developed to direct the review. 

RQ1 In legal document analysis, which kinds of NLP tasks are most often used? 

RQ2 Which models and approaches apply to carry out these chores? 

RQ3 What are the restrictions of which datasets facilitate legal NLP research? 

RQ4 Which main obstacles exist in implementing NLP into legal document processes? 

RQ5 Which research gaps and patterns can be found to direct next investigations? 

 

2.1. Search Strategy 

We conducted a thorough search across five primary academic and scientific publication databases, utilizing Boolean 

operators in conjunction with keyword phrases. 

• IEEE 

• Xplore  

• SpringerLink  

• ACM Digital Library  

• arXiv (computer science: artificial intelligence, computing, and linguistics)  

• Google Books  

 
Table 3. 

Relevant keywords used for research. 

Natural Language Processing, Legal Document Analysis, Legal NLP, Contract Review,  Legal AI, Systematic Review, 

Survey  

Inclusion  Exclusion 

• Articles must focus on the applications of NLP in 

the analysis of legal documents.  

• Articles beyond the legal domain (including general NLP 

and associated fields).  

• Must demonstrate either an innovative perspective, 

a comprehensive analysis, or an evaluation of the 

dataset/model. 

• Documents devoid of technical substance or just intellectual 

material that lacks practical application or assessment.  

• Either disseminated in reputable preprint 

repositories (e.g., arXiv with citations) or 

subjected to peer review.  

• Opinion pieces, white papers, or promotional content.  

• It is essential to include technical discussions, 

model architecture, or explanations of use cases. 
• Numerous studies or their more contemporary counterparts. 

 

2.2. Inclusion And Exclusion Criteria  

The established inclusion criteria ensured the pertinence and quality of the selected studies: 

 

2.3. Selection Methodology 

Studies were selected according to the PRISMA 2020 framework to ensure methodological rigor and transparency. The 

PRISMA flow diagram (Fig. #1) illustrates that the approach comprised four successive phases: Identification, Screening, 

Eligibility, and Inclusion. Initially, a search of primary academic databases, including IEEE Xplore, SpringerLink, ACM 

Digital Library, arXiv, and Google Scholar, yielded a total of 340 items. Grey literature searches and backward citation 

tracking yielded an additional 28 records, resulting in a total of 340 potential publications. 

 

2.4. Data Extraction and Coding 

Every chosen paper underwent hand coding depending on:  

1. NLP chore (such as classification, summarizing, named entity recognition, etc.)  

2. Legal use case (contract analysis, litigation support, etc.).  

3. Technical model—e.g., BERT, GPT, SVM)  

4. Ethical topics including justice, explainability, and prejudice 
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2.5. Co-Citation Mapping and Citations. 

Reference lists were examined for citation connections and subsequently verified on Google Scholar. Quantifying the 

frequency of specific themes, such as "LLMs" and "Ethics" co-occurring in cited literature generated subject co-citation 

networks. Python's NetworkX library enables the visualization of networks. 

 

2.6. Visualization Tools 

• Visualizations generated with Python (Pandas, Matplotlib, NetworkX)  

• PRISMA Framework: for the selection process of articles  

• Algorithm for spring layouts applicable to reference and co-citation network graphs 

 

2.7. Quality and Relevance Screening 

Papers included:  

• Specifically focused on NLP in legal domains.  

• Precisely delineated methodologies and frameworks 

• Implemented or proposed sets that provided either qualitative or quantitative evaluation 

 

3. Results 
This section consolidates the insights gathered from 60 selected peer-reviewed articles (2019–2025) [4-6, 8-94] analyzed 

using task distributions, model usage, datasets, ethical features, temporal trends, thematic evolution, and co-citation networks 

 

3.1. Task Distribution in Legal NLP 

Examining the sixty chosen studies reveals that thirty percent of the research focus is on contract analysis; hence it is the 

most prevalent chore. Usually, these studies consist of clause detection, risk extraction, and compliance validation. Following 

closely and reflecting needs in case filtering and legal information retrieval, legal document classification, and legal question 

answering (QA) because they can distill complicated case law and extract relevant legal phrases, tasks like legal 

summarization and named entity recognition (NER) are becoming more popular. Legal text generation and compliance 

verification are lesser-known but developing fields. These trends point to a field still oriented towards information extraction 

and automation of demanding legal review chores. 

 

 
Figure 1. 

Task Distribution in Legal Natural Language Processing. 

 

3.2. Models and Techniques Used 

The reviewed research predominantly utilized transformer-based models such as BERT and its legal counterparts (Legal-

BERT, CaseLawBERT). These models are selected for their capacity for contextual embedding and their ability to be fine-

tuned for domain-specific corpora. Legal summarization and the development of legal chatbots have gained popularity among 

GPT-style language models. Despite the increasing popularity of deep learning, traditional machine learning approaches such 

as SVM and decision trees remain prevalent, particularly in scenarios requiring interpretability and with limited datasets. In 

roles necessitating legal and regulatory validation with mandated explainability, rule-based systems continue to be relevant. 
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Figure 2.  

While advanced models offer power, rule-based and classical ML models remain essential for legal interpretability and traceability. 

 

3.3. Data Use  

Third of all studies depended on proprietary or closed legal corpora, suggesting a serious data access constraint. Among 

public databases, EUR-Lex and LexGLUE were the most often used ones, offering organized legal content fit for 

classification and search. Notable too were the CaseLaw corpora from the US and EU courts. However, relatively few studies 

presented or published fresh datasets, and generalizability is challenging due in large part to the lack of multilingual or low-

resource datasets. This reflects a desire for increased cooperative data efforts among legal tech stakeholders as well as a 

significant field constraint. 

 

 
Figure 3. 

Number of Studies Using Dataset. 

 

3.4. Analytical Characteristics Among Research  

Despite their relevance in legal environments, only 15% of the studies directly address the explainability of the models, 

according to a thorough investigation of their analytical aspects. About twenty-three percent of the publications raised ethical 

questions including bias, openness, or artificial intelligence abuse in high-stakes choices. Dominant in the methodological 
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terrain, supervised learning highlighted the reliance of the discipline on labeled training data. Only a fraction of research 

conducted comparative model evaluations; few presented new standards or datasets. These shortcomings draw attention to 

the requirement for improved methodological rigor and openness in future legal NLP studies. 

 

 
Figure 3. 

Feature and relative number of studies. 

 

3.5. Temporal Mapping of Publications (2019–2025) 

Publication temporal distribution shows a notable increase in legal NLP research beginning in 2020. The field peaked in 

2024, most likely due to increased legal industry interest and the general acceptance of LLMs such as GPT-3 and GPT-4. 

While recent years progressed toward more complicated, ethical, and scalable solutions, earlier years included conventional 

NLP and rule-based techniques. Stabilization and field maturity help to explain the modest decline in 2025, implying a shift 

from exploratory research to implementation-oriented, policy-aware study. 
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Figure 5. 

Temporal trend of publications on Legal Natural Language Processing (NLP) from 2019 to 2025, showing a steady rise from 2019 to 2024 with a peak of 

13 publications, followed by a slight decline in 2025. 

 

3.6. Thematic Evolution 

From rule-based systems and categorization (2019–2020) to BERT-based modeling and information retrieval (2021–

2022), and lastly, generation tasks and socio-ethical consequences (2023–2025), themes in legal NLP have emerged. With 

important connections to subjects including summarization, ethics, explainability, and multilingual legal data, LLMs have 

become a central theme in recent years. Thematic development reflects both technological advances and growing 

entanglement with legal, regulatory, and justice problems. It also shows how research has progressed from basic ideas to 

more integrated, practical legal solutions. 

 

 
Figure 6. 

Thematic Evolution in Legal NLP (2019–2025). 
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3.7. Topic Co-Citation Network 

Clearly, thematic clustering is shown by the co-citation network built from the 60 studies. Often referenced together as 

a technology-methodology cluster were LLMs, summarization, and classification. Frequently found in articles addressing 

risks and governance, ethics and explainability formed the strongest conceptual duo. Contract analysis highlighted common 

data and task design alongside both QA systems and NER. This network offers a knowledge framework of the discipline, 

therefore enabling the identification of major themes and intersections across lines of methodology, ethics, and application. 

 

 
Figure 7. 

Topic Co-Citation Network in Legal NLP. 
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Figure 8. 

Heatmap of topic cocitation corelations. 

 

3.8. Reference Historiograph (Conceptual Lineage)  

From 2019 to 2025, the citation historiography charts conceptual dependencies in the field. Foundational articles from 

2019 and 2020 set the stage with early categorization problems and rule-based systems. Important books between 2021 and 

2023 bridged basic work with the new powers of big language models. By 2024–2025, the emphasis has turned to compliance, 

fairness, benchmarking, and LLM audits. This shows how the industry is gradually moving toward legally robust and 

explainable AI models and reflects a cumulative intellectual conversation. 
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Figure 9. 

Citation Historiograph – Conceptual Lineage of Legal NLP Research. 
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Figure 10. 

Cluster Map of co citation relationship of legal NLP. 

 

4. Discussions 
The results of this systematic review reveal an increasingly complex and established body of research on the use of 

natural language processing (NLP) in the study of legal documents. By integrating information from the 60 papers that were 

reviewed, this discussion takes into account evolving methods, strategies, problems, and gaps that influence the discipline's 

current course. 

The sector has seen a steady expansion in NLP operations tailored to legal situations. The goal of the early efforts, which 

focused mostly on contract analysis and document classification, was to reduce the amount of manual labor required to tag 

and organize legal documents. As the capabilities of NLP models increased, so did the tasks, with increasingly sophisticated 

applications such as compliance verification, case law summarization, and legal question answering (QA) becoming more 

prevalent. This diversity draws attention to an important trend: the legal field is not a monolith, and NLP systems need to 

adjust to the unique linguistic, structural, and interpretive challenges that various legal activities provide. For example, clause 

extraction in contract review is completely different from quality assurance in a court judgment setting. Thus, we show 

increasing task specialization driven by both dataset availability and use-case requirements. The evolution and advancement 

of transformer-based models, including BERT, Legal-BERT, and GPT-series models, have transformed legal text processing. 

These models dominate the reviewed literature not only for their accuracy but also because they enable transfer learning from 

general to legal-specific corpora, which is a significant advantage in a low-resource setting. While GPT-2 and GPT-3 began 

to enter legal QA and summarizing systems in 2021–2022, GPT-4 and other instruction-tuned LLMs were particularly subject 

to increased scrutiny in 2024 and 2025. The efficacy of these models was praised, but they were continuously criticized for 
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their opacity, potential bias, and vulnerability to hallucinations, which were especially problematic in the legal arena. 

Concurrently, older models such as SVMs, decision trees, and rule-based systems continue to be in demand, especially in 

situations where interpretability and explainability are crucial. Their ongoing use suggests that model complexity is not 

necessarily consistent with legal acceptability, especially in domains where results must be clearly justified. Throughout the 

reviewed literature, the lack of publicly available, high-quality legal datasets appears frequently. Despite the fact that many 

studies rely on databases like EUR-Lex, LexGLUE, and CaseLaw, nearly one-third of all the research that was reviewed 

relied on proprietary or private corpora, which limited benchmarking and repeatability. 

Geographical and jurisdictional biases are also introduced by this reliance on custom datasets, as many of them are 

sourced from the legal systems of the United States or the European Union. The absence of multilingual and culturally diverse 

corpora hinders the development of globally adaptable legal natural language processing systems. The shortage of labeled 

training data has led to the underutilization of supervised learning in a number of high-value sectors (such as privacy 

regulations and regulatory monitoring), despite the growing availability of unsupervised and self-supervised methodologies. 

The ethical implications of legal artificial intelligence continue to receive insufficient funding, with only 15% of studies 

directly addressing explainability and 23% posing concerns about bias and fairness. The requirement that judicial judgments 

be auditable and interpretable makes this a critical oversight, particularly in nations where explainability is required by law. 

Despite their strengths, models such as GPT-3 and GPT-4 have epistemic dangers since they may produce information that 

is legally flawed but sounds plausible. This raises concerns about their suitability for positions involving drafting contracts 

or making recommendations to judges. Additionally, bias in training data, such as skewed case findings or an 

overrepresentation of particular jurisdictions, may have detrimental real-world consequences, such as perpetuating systemic 

prejudice. More precise model evaluation that goes beyond F1-score or accuracy is required by the recent discussion on fair 

artificial intelligence in law. Fairness audits, counterfactual testing, and assessments of legal compliance ought to be among 

the metrics. The trend from 2019 to 2025 suggests a shift away from exploratory, rule-based research and toward more in-

depth, interdisciplinary work that incorporates ethical, policy, and regulatory frameworks. Publications surged in 2024, 

propelled by stronger LLMs and a heightened awareness of AI governance in society. This approach is confirmed by the 

thematic evolution map: earlier years focused on classification and information extraction, whereas recent studies stress LLM 

integration, multilingual compliance, and legal AI governance. Additionally, exposing clusters of interest in issues like 

contract QA, LLMs and ethics, and explainability in compliance is theme co-citation analysis. A comprehensive conceptual 

framework supporting legal NLP is revealed via the topic co-citation network and citation historiograph. Foundational 

publications from 2019–2021 continue to influence subsequent work, particularly those that provided domain-specific BERT 

models or structured datasets. 

Issues like LLMs and ethics, or summarizing and QA, are frequently mentioned simultaneously, indicating 

methodological and conceptual overlap, according to co-citation analysis. These intersections suggest that future research 

may benefit from composite benchmarks that represent real-world legal procedures or multitask models. Despite growing 

sophistication, there are still a number of significant gaps in the field, including a lack of formal benchmarks for justice and 

legal compliance, a lack of cross-jurisdictional and multilingual datasets, inadequate interpretability frameworks appropriate 

for legal use cases, and underdeveloped techniques for real-time legal decision support. The development of auditable LLMs 

with modular architectures, the production of multilingual legal datasets (for example, through expert annotation and 

synthetic generation), the use of NLP for legislative forecasting in legal policy simulation, and the use of causal inference in 

legal prediction tasks are all examples of future research opportunities. The field of legal NLP has undergone rapid yet uneven 

change. Despite the incredible powers granted by technological advancements, questions of justice, validity, and trust still 

need to be addressed. Instead of pursuing complexity for its own sake, this methodical evaluation identifies a path forward 

in the development of legally informed, human-centered, auditable NLP systems tools that serve law not just as text but also 

as a domain of societal consequence. 
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Figure 11. 

This macro visual map shows how all important elements taken from a systematic review are interdependent.  Every node relates to a 

fundamental idea such a task, model, dataset, analytical feature, year of publication, research theme, co-citation, or citation flow. The colors 
help distinguish these categories. Arrows between nodes show the conceptual or methodological relationships that structure the development 

of the legal NLP field over time. 

 

5. Conclusions 
The research terrain surrounding the use of Natural Language Processing (NLP) in legal document analysis between 

2019 and 2025 is thoroughly explored in this systematic review. Across 60 peer-reviewed publications, it reveals a fast-

expanding yet unevenly distributed discipline formed by developments in machine learning, legal informatics, and ethical 

artificial intelligence. From contract analysis and legal question answering to summarizing and compliance checking, the 

evaluation notes that the legal industry has embraced an expanding range of NLP tasks. These advances align with actual 

legal difficulties, including access to justice, document overload, and regulatory complexity. Legal NLP systems' capabilities 

have been transformed by the general acceptance of transformer-based models, including Legal-BERT and GPT versions, 

therefore allowing contextual understanding and domain adaptability. The assessment does, however, also highlight 

significant congestion. Particularly in non-Western and multilingual legal environments, dataset shortages seriously restrict 

advancement. Many studies depend on proprietary or non-reproducible corpora, which reduces benchmarking and 

generalizability. Furthermore, underrepresented in both model design and evaluation are ethical dimensions—bias, fairness, 

and explainability. Given the great weight of legal decisions, when trust, openness, and responsibility are not only desirable 

but legally required, this is a major issue. Temporal and thematic studies show a positive trend: the discipline is moving from 

technical feasibility studies to more sophisticated research addressing governance, control, and multidisciplinary concerns. 

Growing co-citation of topics including ethics, LLM auditing, and legal artificial intelligence governance reflects this 

progress. In essence, even though NLP has great potential to transform legal procedures, responsible and efficient application 

of this tool calls for much more than modern models. It requires cooperative models among legal academics, technologists, 
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ethicists, and legislators. Future initiatives should give top priority to building open, diverse datasets; constructing legally 

interpretable models; and incorporating justice and transparency into every level of the artificial intelligence pipeline. 
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