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Abstract 

This study aims to predict the US financial stock market through machine learning (ML) methods based on optimized feature 

selection algorithms. Two prediction models were compared: random forest (RF) and support vector regression (SVR). 

Seventeen variables are used to explain the movement of the S&P 500, NASDAQ, and DJIA indices. These variables are 

grouped into five categories: basic features, stock market variables, currencies, commodities, and technical indicators. This 

research work proceeds by applying a variable selection technique to identify the most relevant variables. The optimal set of 

selected variables was used for forecasting. The results obtained using SVR and RF after variable selection were compared 

with those obtained before selection. The outcomes of the comparison between these two Artificial Intelligence (AI) methods 

favor regression after variable selection. Findings show that the feature selection process has a large and significant impact 

on improving the prediction accuracy of the studied financial markets. 
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1. Introduction 

Research on stock market forecasts has gained increasing attention in modern finance. The accurate predictions of stock 

index movements are crucial for developing effective trading strategies. Therefore, investors can protect themselves against 

potential market risks while capitalizing on profit opportunities in trading stock indices [1]. Previously, conventional methods 

included Autoregressive Integrated Moving Average and multivariate regression [2]. Conditional Heteroscedasticity with 

Generalized Autoregressive [3] has been widely used in forecasting tasks. These traditional methods are unable to provide 

significant results due to the noisy nature of stock market data. The noisy characteristic refers to the incapacity to fully capture 

the relationship between future and past prices due to the incomplete information about the historical performance of financial 

markets. Any information not accounted for in the model is treated as noise. The nonstationary data characteristic indicates 

that the distribution of financial time series evolves over time. Various factors and unforeseen events, such as economic or 

political conditions, trader expectations, natural disasters, or wars, lead to changes in financial time series, including stock 

market indices, exchange rates [4] and oil market indices [5]. Additionally, the abusive use of structured and complex 

financial instruments can affect financial system stability [6]. Hence, it is crucial to accurately forecast the stock index's 

directional movements in order to create effective market trading strategies [7].  

Researchers are interested in Support Vector Machine (SVM), first suggested by Vapnik and Chapelle [8] to improve 

forecasting accuracy [9]. Most of the empirical comparison results have shown that SVM outperforms traditional techniques 

to forecast financial data, especially stock market data [10, 11]. The present study will start by testing the performance of 

SVR for stock market prediction and then compare it with the Random Forest (RF) model. Many previous works have applied 

machine learning methods to forecast the stock market [12-15]. Furthermore, the stock market is influenced by a variety of 

macroeconomic factors, including corporate policies, overall economic conditions, the expectations of investors, and by 

political events. So, the determination of the most important factors affecting the stock market volatility is needed to enhance 

the quality of forecasts. This study focuses on the determination of significant explanatory factors for support vector 

machines. The objective is to choose the most crucial explanatory variables without causing the model's performance to 

significantly decline. For this reason, an optimized feature selection method was applied.  

The current research work aims to provide an appropriate forecasting method for the US financial stock market. Many 

variables are considered in order to later perform a selection of the most relevant ones, which may have an impact on the 

evolution of stock market indices. Then, the SVR (Support Vector Regression) and Random Forest methods are applied to 

forecast the NASDAQ, DJIA, and S&P 500 indices. To identify the suitable method, a predictive performance comparison 

of these techniques will be conducted. 

The remainder of the article is structured as follows: Section 2 presents a literature review related to feature 

selection. Section 3 defines the supplies and techniques of the study, and Section 4 performs the empirical analysis 

and discusses the findings. In the end of the manuscript, a general conclusion will be presented. 
 

2. Literature Review Related to Feature Selection 

Feature selection methods have been extensively utilized across various disciplines, including medicine, 

technology, finance, and economics. The main objectives of dimensionality reduction are to mitigate overfitting, 

improve model performance, and develop faster and more cost-effective models. Dimensionality reduction can 

be achieved either by selecting relevant features or by extracting them from the dataset. This process changes the 

original feature representation and generates a new set of features [13]. In addition, feature selection tools preserve the 

original meaning of the features while selecting the most optimal subset [16]. 

Actually, feature selection techniques can be divided into three major groups: filter, wrapper, and embedded approaches 

[17]. These techniques calculate the relevance scores for all features and eliminate those with low scores, keeping the 

remaining features to be used by a classification algorithm. These filtering techniques rely on the general characteristics of 

the dataset to select features independently of any classification algorithm. Moreover, these methods are simple and fast in 

terms of computation, which makes them easily adaptable to large datasets [18]. The wrapper techniques treat the 

classification algorithm as part of the searching process   for the optimal feature subset. The search is conducted by a search 

algorithm, which acts as a black box, and the optimal subset is integrated with the classification model. However, the 

embedded techniques incorporate the search for an optimal feature subset directly within the classifier algorithm, where the 

classifier itself determines the optimal subset of features [16]. In addition, the feature selection involves selecting a subset of 

the original input variables, typically technical or fundamental indicators. By choosing a relevant subset, the features can 

more effectively capture the underlying characteristics of the dataset, which can enhance both the accuracy and efficiency of 

predictions [19]. Many studies have affirmed and validated that feature selection is a key step in modeling stock market 

prediction [20].  

This section examines several feature selection and extraction strategies that have been effectively used in the stock 

market forecasting scenario. Additionally, the well-combined feature analysis techniques were outlined and assessed. 

Żbikowski [21] extended the work of Tay and Cao [22] by modifying the loss function to address SVM regression 

problems. He proposed that this problem could be reformulated for classification purposes. The study introduced two key 

innovations. First, it applied a new approach called Volume Weighted (VW)-SVM, which integrates volume information into 

the loss function to develop a trading strategy. Second, it combined several robust methods, including Fisher’s feature 

selection, VW-SVM, technical indicators, and input vector delays, all incorporated with a walk-forward optimization 

procedure. The results demonstrated that combining example weighting with feature selection led to significant 

improvements in trading strategy performance. 
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Bennasar et al. [23] introduced two innovative nonlinear function selection methods: Joint Mutual Information 

maximization (JMIM) and Normalized Joint Mutual Information Maximization (NJMIM). These methods leverage mutual 

information along with the 'maximum of the minimum' criterion to address the issue of overestimating feature significance, 

as shown through both theoretical and experimental analysis. The proposed methods were evaluated on eleven publicly 

available datasets, comparing them against five competing methods (CMIM, DISR, mRMR, JMI, and IG). The results 

revealed that JMIM outperformed the other methods on most of the datasets, reducing the average classification error by 

nearly 6% compared to the next best method. The statistical significance of these results was confirmed through an ANOVA 

test. Furthermore, JMIM offered the best balance between accuracy and stability. In the same context, Barak et al. [24] 

suggested employing Japanese candlesticks for technical analysis and the wrapper Adaptive Neural Fuzzy Inference System-

Imperialist Competitive Algorithm ANFIS-ICA in order to forecast stock markets. They developed two approaches for 

extracting the model's input variables: one based on raw data and another based on signals, with 15 and 24 features 

respectively. The model outputs buy and sell signals, with prediction accuracy evaluated for periods ranging from 1 to 6 days. 

In the proposed model, ANFIS predictions are used as the cost function for the wrapper model, while ICA selects the most 

relevant features. The results showed that the signal-based approach achieved a prediction accuracy of 87%, outperforming 

the raw-based approach. Additionally, the wrapper feature selection improved predictive performance by 12% compared to 

the baseline study. Despite being more time-consuming, the wrapper ANFIS-ICA algorithm demonstrated superior time 

efficiency and higher prediction accuracy when compared to other algorithms like the wrapper genetic algorithm (GA). 

In a related study, Su and Cheng [25] introduced a new Adaptive Neuro Fuzzy Inference System (ANFIS) time series 

model for stock forecasting, which is based on an Integrated Nonlinear Feature Selection (INFS) method. The study integrated 

a feature selection method to objectively identify key technical indicators. Then, it used ANFIS to create a time series model 

and test its forecasting performance, strengthening the results with an adaptive expectation model. To assess the model’s 

reliability, the researchers have collected stock market data from the TAIEX and HSI indices between 1998 and 2006 and 

compared the results with other tools. The proposed model was compared with fuzzy time series models, such as Chen’s 

model [26]. The findings showed that the adopted method outperformed the other models in terms of accuracy, benefit 

evaluation, and statistical testing. 

Pehlivanlı et al. [13] predicted the next day's stock price movement. They used a set feature selection approach to identify 

the optimal indicator subset. The purpose was to create the best feature subset that accurately predicted future price by 

eliminating irrelevant and redundant metrics from the data. To achieve this goal, they combined multiple filtering methods 

such as t-statistics, Fisher score, Relief-F algorithm, and Effective Range-based Gene Selection (ERGS), and then applied 

SVM for prediction. Finally, they used a voting scheme to integrate the results. Real data records from the Istanbul Stock 

Exchange (ISE) are considered in their study, including technical and macroeconomic variables. The results showed that 

applying feature selection improved the forecasting accuracy of stock price direction. Zhong and Enke [14] employed sixty 

financial and economic characteristics to present a new data mining method to forecast the volatility of the S&P 500 Index 

ETF (SPY) return. To restructure the data composition, they used three well-known dimensionality reduction approaches on 

the entire dataset: three types of principal component analysis: Kernel-based Principal Component Analysis (KPCA), Fuzzy 

Robust Principal Component Analysis (FRPCA), and Principal Component Analysis (PCA). As a result, twelve new datasets 

were derived from the preprocessed data, each representing different levels of dimensionality reduction. Artificial Neural 

Networks (ANNs) were then adopted to classify these thirty-six restructured data samples and forecast the daily market return 

direction. The study also compared the three dimensionality reduction techniques with the original dataset. To validate the 

results, a series of hypothesis tests were conducted, revealing that combining ANNs with PCA slightly outperformed the two 

other models in terms of classification accuracy. Additionally, the trading strategies that used projections based on the 

FRPCA and KPCA models were slightly less profitable than those using PCA and ANNs, and they produced risk-adjusted 

profits that were much greater than the benchmark methods. 

From the previous development, it discloses that a good selection of variables and a suitable choice of optimal variables 

improve the quality of the forecast in stock market area. Ben Ishak [27] conducted a study comparing SVR and RF to evaluate 

variable relevance and feature selection. The research provided two main contributions. It performed experimental insights 

into the effectiveness of variable ranking and selection using both SVR and RF and it established a benchmark to guide 

researchers in selecting the most suitable method for their data. Experiments on both simulated and real-world datasets 

showed that the SVR score Gα was more effective for variable ranking in linear cases, whereas the RF score performed better 

in nonlinear scenarios. Ben Ishak [27] has conducted a comparison between two widely used statistical learning models: SVR 

and RF. They analyzed data from three monitoring stations in Tunisia to predict the daily maximum ozone concentration 

(maxO3). These stations covered diverse urban settings, including background, traffic, and industrial areas. The study 

thoroughly examined the issue of variable selection for regression. The results revealed that RF outperformed SVR in both 

variable relevance evaluation and variable selection. 

 In these two previous studies, Ben Ishak [27] and Ishak et al. [28]  researchers presented novel approaches to variable 

selection and applied numerical methods to other sectors; nonetheless, they did not conduct research on the financial market. 

Therefore, in order to extend their contribution, we attempt to apply the stepwise SVR and RF in the field of finance, more 

especially in the stock market area. 

Rana et al. [29] used a Decision Tree classifier and, Extra Tree classifier to select feature related to the Spanish stock 

market. They also used Linear Regression (LR), SVR, and Long Short-Term Memory (LSTM) to predict stock market trends. 

Within the various features, the closing price was selected as the most important using a feature selection algorithm. 

Additionally, they experimented with varied activation functions and optimizers how they impacted stock price prediction 

using LSTM. Yuan et al. [30] recently employed a number of feature selection techniques, including the RF model and 
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Recursive Feature Elimination (RFE), to choose pertinent features. Using eight years data from the Chinese A-share market, 

they used time-sliding window cross-validation to set the model's parameters. According to their analysis of several integrated 

models, the best model was achieved when the RF method was applied to both feature selection and stock price movement 

prediction. Haq et al. [31] created an optimal feature subset by combining characteristics chosen via different feature selection 

techniques. This optimal feature sample was then utilized in a deep generative method to forecast future price volatility. They 

calculated an expanded set of 44 technical indicators from the daily stock data of 88 stocks and assessed their relevance by 

training models separately using logistic regression, SVMs, and RF. The findings showed that integrating features selected 

by multi-feature selection techniques and feeding them into a deep generative model produces more promising outcomes. 

Xie and Yu [32] developed an unsupervised feature extraction approach using a Convolutional Autoencoder (CAE) for daily 

stock market forecasting, which outperformed traditional models. The CAE network integrates convolution and autoencoding 

techniques for unsupervised feature learning. Their investigations on different stock indices demonstrated a significant 

improvement in prediction accuracy compared to standard methods. 

Recently, a time-efficient Hybrid Stock Trends Prediction Framework (HSTPF) was presented by Bhanja and Das [33] 

with the aim of accurately predicting stock market trends, especially during Black Swan events. They evaluated the 

effectiveness of many machine learning classifiers and used Black Swan event analysis and feature selection to improve the 

prediction accuracy of HSTPF. They revealed that the framework is effective in terms of computational time and beat 

comparable methods in terms of prediction accuracy, especially during Black Swan events. 

To the best of our knowledge, the current research study presents an early attempt to incorporate features selection 

algorithms with machine learning models into stock market fluctuation prediction.  Moreover, this study combines SVR 

criteria with stepwise search space algorithms for finance feature selection area. 

 

3. Supplies and Techniques  
This section presents techniques used for modeling. Financial variables were processed and fed into two machine 

learning algorithms: Support Vector Regression (SVR) and Random Forest (RF). Feature selection was applied using 

stepwise and backward search space algorithms to optimize predictive performance. Both techniques are based on artificial 

intelligence, and they have also been widely used in various fields, including finance. These methods are grounded in 

statistical learning theory; thus, they have a strong theoretical foundation. Moreover, in practice, they consistently show better 

predictive performance compared to traditional techniques. 

 

3.1. Support Vector Regression (SVR) 

Proposed by Vapnik [34] SVM has become one of the most robust machine learning models for forecasting [35]. SVMs 

are prominent  for their foundation in the conventional approach of empirical risk minimization (ERM), which has been 

demonstrated to be less successful than structural risk minimization (SRM) [36]. While ERM focuses on reducing errors 

based on the training data, SRM attends to minimize the overall expected risk. SVMs not only focus on fitting the model to 

the data but also on how well it generalizes to new and unseen data. Over the time, researchers have shown that SVMs can 

significantly improve predictions when new data is involved. Originally designed for classification tasks, SVMs have now 

been adapted to handle regression problems as well. 

 

3.1.1. Model presentation 

This section presents an overview of the fundamental concept and formulation of SVR.  There are two types of models 

for SVM: SVM for classification and SVM for regression called SVR. The analysis focus on the regression context using the 

classical SVR model introduced by Vapnik [37]. The goal of the SVR is to estimate the best function:  

f(x) = (w, Φ(x))
H

+ b                 (1) 

Where, w is weight vector, b is the bias parameter and Φ(x) is the nonlinear mapping from input space to high 

dimensional feature space. The function f(x) approximates best the relationship between the input vector xi and the output 

vector yi. 

Therefore, the regularized regression risk is minimized, as described in Vapnik [37] and Smola et al. [35]. The 

regularization function R is presented as follows: 

R[f] =
1

2
∥ w ∥ ² + C ∑ L(xi, yi, f)l

i=1       (2) 

The approximation quality is measured by the loss function L: 
L(xi, yi, f) =∣ y − f(x) ∣ε

2                         (3) 

the following optimization issue must be resolved using the SVR model: 

minimize ∥ w ∥2+ C ∑ (ξi
2 + ξ̂i

2 )l
i=1       (4) 

       subject to {

((𝑤. xi) + b) − yi ≤ ε + ξi,

yi − ((w. xi) + b) ≤ ε + ξ̂i,

ξi, ξ̂i ≥ 0, i = 1,2. . . l

 

  

For further details, refer to Vapnik [37]. 

The capacity of the SVM model to use the kernel function to solve the data linear indivisibility problem is one of the 

most significant advantages. Data in a low-dimensional space are known to be nonlinear, but they can become linearly 

separable when mapped to a high-dimensional space. The kernel function reduces complexity and facilitates the transition 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 5086-5099
 

5090 

from low to high dimensions by calculating the inner product of two vectors in the low-dimensional space and mapping it to 

the high-dimensional space. Although there are different kinds of kernel functions, the most widely used are listed below: 

Linear: K(xi, xj) = xi . xj 

Polynomial: K(xi, xj) = (1 + xi . xj)
ρ, ρ > 0 

Gaussian:K(xi, xj) = exp(−∥ xi − xj ∥/σ²). 

 

3.1.2. Variable Selection Criteria Based on SVR 

This study uses SVR bounds and some components of bounds like ranking criteria, because the variable selection process 

requires a ranking criterion to rank variables. These criteria are introduced and explained through 4 functions: 

 

GR(α, α̂) = R̃2 ∑ ( α̂i  + αi)
n
i=1                        (5) 

GS(α, α̂) = ∑ ( α̂i  + αi)
n
i=1 S̃i

2                        (6) 

Gα(α, α̂) = ∑ ( α̂i  + αi)
n
i=1                            (7) 

GW(α, α̂) = ∑ ( α̂i  + αi)
n
i=1 (α̂j  + αj)K(xi  , xj)                   (8) 

 

GRGSare criteria are based on SVR bounds. These criteria are used in the selection of relevant variables. The most 

relevant is the one that tends to decrease the bound when used and is the top-ranked variable. It is important to note that α is 

not a bound itself, but rather a term that appears in both radius-margin and span-estimate bounds. Therefore, minimizing this 

term will also minimize those bounds. These criteria are directly linked to the performance of the SVR. More details are 

presented by Rakotomamonjy [38]. 

 

3.2. Random Forests (RF) 

Random Forests (RF) are widely used and highly efficient algorithms that rely on model aggregation techniques, 

applicable for both classification and regression tasks. Breiman [39] they have attracted the attention of many 

researchers due to their performance and robustness in forecasting and variable selection. The current study 

focuses on their use for solving regression problems. 
 

3.2.1. Model presentation 

Random forests are a modeling approach that generates estimators for either the Bayes classifier, which aims 

to minimize the classification error, or for the regression function. 
Assuming that B is independent, identically distributed (i.i.d.) random variables, each with variance σ², are averaged. 

Their average variance is (1/B)σ². However, if the variables have a positive pairwise correlation ρ and are identically 

distributed but not necessarily independent, the average's variance is as follows: 

ρσ² + ((1-ρ)/B)σ².                                   (9) 

The second term tends to be negligible as B increases. Consequently, the advantages of averaging are constrained by the 

correlation between tree pairs throughout the bagging process. In order to prevent the excessive variance rising, random 

forests aim to improve variance reduction by bagging while reducing the connection between trees. During the tree-growing 

process, input variables are chosen randomly. The steps involved in creating a tree with a bootstrapped dataset are as follows: 

Choose m≤p of the input variables randomly to be split candidates prior to each split, where m values are usually as low as 

1 or equal to √p. Following the growth of B such trees {𝑇(𝑥, 𝜃𝑏}1
𝐵, the formula below displays the RF predictor for regression: 

f̂rf
B =

1

𝐵
∑ T(x; θ𝑏)

𝑏

𝑏=1
                          (10) 

 

3.2.2. Feature Selection Based on RF 

The objective of the feature selection method based on RF is to order variables based on predetermined standards, such 

as significance metrics. While the second measure takes into account the average decrease in node impurity, the first measure 

assesses importance by calculating the average increase in prediction error. Breiman [40] presented a commonly used 

relevance score in the context of random forests for regression, which is the increase in Mean Squared Error (MSE) that 

occurs when the values of a particular variable are randomly permuted inside the Out-Of-Bag (OOB) samples. The RF 

predictive accuracy can be measured using the Out-Of-Bag (OOB) data as follows: 

OOBMSE =
1

𝑛
∑ (yi − y̅̂OOBi)

2 
𝑛

𝑖=1
                   (11) 

y̅̂OOBi represents the average prediction for the ith observation across all trees where this observation was part of the Out-Of-

Bag (OOB) sample. 

The importance score of variable j in a random forest is calculated as the average across all ntree trees: 

GRFj =
1

ntree
∑ (OOB̃t

MSE 
j

− OOBMSE
t )ntree

t=1                  (12) 

 

3.3. Search-Space Algorithms 

Search-space algorithms are optimization techniques used to efficiently explore possible combinations of features in a 

dataset [41]. The variable selection process is carried out in two stages: First, all variables are ranked in descending order of 

relevance based on the SVR criteria and RF. Then, stepwise and backward forward and backward algorithms are applied to 

identify the subset of variables that best explain the data. 
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3.3.1. Backward Algorithm 

The greedy iterative algorithm based on backward selection or elimination has been used in many applications [38]. The 

backward feature elimination method introduced by Guyon et al. [42] is basically a recursive process that ranks features 

according to some measure of their importance in minimizing the criterion. During each iteration, feature importance is 

assessed, and the less relevant ones are eliminated. An alternative approach, not used here, serves to remove a group of 

features each time in order to speed up the process [43]. This backward selection method consists of considering initially all 

variables and then eliminating one of them at a time. In this stage, the variable that increases the leave-one-out bound is 

removed, and this variable is last ranked. However, the variable that decreases the leave-one-out bound is the last removed 

and is the top-ranked. 

 

3.3.2. Stepwise Algorithm 

 This study adopts a stepwise forward approach, inspired by the sequential variable introduction method used by Ghattas 

and Ben Ishak [44]. Initially, a series of progressively more complex models are constructed by incorporating the (k) most 

important variables, with one variable added at each step. When the number of variables (p) becomes large, the process is 

adjusted, and additional variables are introduced in blocks to manage the complexity. Then, the error rate of each model is 

estimated using stratified random splitting for the SVR model and evaluated on OOB samples for the RF. The variables 

obtained in the model with the lowest error rate are chosen. Unlike the search-space approaches based on the backward 

algorithm, this algorithm allows for the automatic identification of the chosen subset size of relevant predictors. 

 

4. Empirical Analysis 
The effectiveness of the RF and SVR methods are compared in forecasting and modeling stock markets prices. The Mean 

Square Error (MSE) and Mean Absolute Error (MAE) are the performance indicators used to assess the forecasting 

capabilities of the suggested methods. 

 

4.1. Data Collection and Input Selection 

In the present study, the American stock market was investigated. Different numerical applications of methods presented 

in this work concern the indices DJIA, S&P 500, and NASDAQ at a daily frequency. The data were collected from Thomson 

Reuters DataStream. Each of the three databases contains seventeen explanatory variables. The observation period is from 

05 January 2011 to 04 October 2021, accumulating 2705 observations. 

Before starting the empirical analysis, the basis statistics of the data used were studied.  

Figure 1 shows the DJIA, S&P500, NASDAQ indexes daily averages during observation period. 

 

 
(a) 

 
(b) 
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(c) 

Figure 1.  

(a) S&P 500 index daily average, (b) NASDAQ index daily average, (c) DJIA index daily average. 

 

It is important to consider the level of volatility. This concept informs about the situation of the financial markets: high 

volatility reflects a context of investor uncertainty regarding the financial markets. The investment in a stock market needs 

to be vigilant about the variations of its index. 

Figure 1 indicates that the concerned indices (S&P500, NASDAQ, and DJIA) are volatile and variable over time. Some 

investors are interested in volatile assets; others prefer less risky assets with low volatility. Hence, the study aims to provide 

effective forecasting to guide traders to efficient trading strategies and appropriate decisions.  

 
Table 1.  

Descriptive analysis of daily databases. 

 Min Median Mean Max SD 

S&P 500 735.09 1377.94 1432.52 2107.39 340.920955 

NASDAQ 1377.84 2620.34 2951.999835 5128.28 975.2838674 

DJIA 7062.93 12569.79 12917.38 18132.70 2701.13628 

 

Table 1 presents a summary of basic statistics. In this work, seventeen variables are used to explain daily DJIA, S&P500 

and NASDAQ stock indexes. These variables are grouped into five categories: basic features, stock market variables, 

currencies, commodities, and technical indicators. A crucial step in the development of a forecast model is the choice of input 

variables. The choice is based on previous studies [45-48]. The explanatory variables are presented in Table 2. The most 

relevant variables are selected hereafter.  

 
Table 2.  

Explanatory variables. 

 Categories Variable Definition 

Commodities WHE         wheat price 

COFA coffee price 

GAZ natural Gaz price 

OIL oil price 

COP copper price 

GOLD gold price 

Currencies EUR/USD Euro/Dollar exchange rate 

USD/JPY Dollar/Japanese Yen exchange rate 
GBP/USD Great Britain pounds/Dollar exchange rate 

Stock market 

Variables 

SP S&P 500 daily price 

NQ NASDAQ daily price 

DJ DJIA daily price 

Basic features O Opening index values 

H High indexe values 

L Low index values 

Technical indicators HC H/C 

OC O/C 

WHE         L/C 

 

4.2. Findings and Interpretation 

In the current study, all data are normalized before being used in training models. They are normalized to the zero-mean 

and unit variance in order to be optimally processed by the model and enhance forecasting accuracy [49].  

Employing SVR, the kernel function is first determined. As a kernel function, either a Gaussian or a polynomial kernel 

is used. However, the Gaussian kernel resulted in excessively long computation times, making it impractical for our study. 

Therefore, in this research, a polynomial kernel with different degrees is opted. 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 5086-5099
 

5093 

Before performing the forecasting task with the SVR model, key hyperparameters must firstly be determined: the error 

cost C, the width of the tube ε-tube, and the degree of the polynomial kernel d. The Grid Search method is used on the training 

dataset in order to identify these parameters. Various combinations of (C, ε, d) are tested, and the one that minimizes the 

Mean Squared Error (MSE) is chosen. Empirical results indicate that the optimal parameters (C, ε; d) are respectively 

(1,0.01,1) for S&P500, (100,0.01,1) for NASDAQ and (100,0.001,1) for DJIA. 

The primary parameters of a random forest model are mtry, which controls the number of input variables randomly 

selected at each split, and ntree, which determines the total number of trees in the forest. Additionally, a third parameter 

called node size specifies the minimum size for the leaves of the trees. 

• The prediction of particular target point x is determined by averaging the output from each individual tree, when using 

random forests for regression tasks. In addition, the inventors make the following suggestions: 

• The minimum node size for classification is 1, and the default value for mtry is [√p]. 

• The minimum node size for regression is 5, and the default value for mtry is [p/3]. 

Generally, the default value 5 is retained for all experiments, since it is close to the maximal tree choice (ntree). 

The SVR and RF models are evaluated using various training and testing data size ratios: 90% to 10%, 80% to 20%, and 

75% to 25%, to identify the optimal data split. Results are presented in Table 3. 

 
Table 3.  

Results of train/test selection. 

  mean MSE 

  75% vs. 25% 80% vs. 20% 90% vs. 10% 

SVR S&P500 65.12 67.86 69.33 

 NASDAQ 43.30 45.87 49.85 

 DJIA 82.32 85.63 89.65 

RF S&P500 25.66 26.51 28.33 

 NASDAQ 31.20 32.87 35.47 

 DJIA 37.24 38.96 42.63 

 

The experimental results reveal that the 75% to 25% data split was consistently the most effective, yielding to the lowest 

mean MSE for all three datasets. 

Different Wrapper algorithms are employed in the experiment. These algorithms have used nine variables ranker 

algorithms. Eight of them are based on SVR criteria (𝐺𝑅 , 𝐺𝑆, 𝐺𝑊 , 𝐺𝛼) introduced by Rakotomamonjy [38]. In the actual study 

they will be combined with both backward and stepwise algorithms. The Combination of stepwise with these criteria was 

introduced by Ben Ishak [27]. Considering the variable selection methods related to backward algorithms, the top 5 ranked 

variables have been utilized as predictive inputs for y. In the following study five databases are obtained; the first uses all 

variables, the second uses five top-ranked variables according to 𝐺𝛼 , the third uses five top ranked variables according to 

their margin 𝐺𝑊 , the fourth uses five top-ranked variables according to their radius margin 𝐺𝑅 and the last one uses five top-

ranked variables according to span estimate bound 𝐺𝑆, as a criterion. Considering variable selection methods based on 

stepwise algorithm, the technique provides us with the optimal package of important variables and eventually gets four 

databases. One uses the optimal packet of variables combining stepwise and 𝐺𝛼 , one uses stepwise with 𝐺𝑊, one uses stepwise 

with  𝐺𝑅and the last one uses stepwise algorithm with  𝐺𝑆 criterion. In addition, stepwise is combined with Random Forest 

and also generates a new database with an optimal packet of variables. These results are compared with those of Random 

Forest using all variables. 

Hence, it can be deduced that in the actual study, results of eleven new databases will be compared for each index that 

gives a total of 33 databases. 

Political developments, corporate policies, economic conditions, commodities price, macroeconomic factors, investor 

expectations, institutional investor decisions, even investor psychology and affect stock market fluctuations. Additionally, a 

variety of technical criteria are employed to extract statistical data from stock price values. 

This study aims also to predict the stock prices direction by using an optimal set of indicators selected through an 

ensemble of feature selection strategy. The objective is to identify the most important subset of features that enhances 

prediction accuracy while eliminating unnecessary and redundant variables from the dataset. Consequently, wrapper methods 

based on SVM and RF have been carried. This study can be part of studies dealing with the problem of variables selection 

and reduction of explanatory variables dimensionality. In this investigation, four criteria for variable selection resulting from 

SVR model combined with stepwise and backward feature elimination algorithms are used. Then, stepwise technique is 

combined with random forest. SVR and RF after selection of variables are compared with SVR and RF before variable 

selection. So, for each index eleven databases are compared. A variety of variables are utilized: financial, stock market and 

technical variables. The choice of technical variables is based on the work of Barak et al. [24]. The selection marked the 

following variables as relevant: Open, High, Low, LC, EUR/USD. Results of selection are summarized in Appendix A. 

After applying feature selection, forecasting findings of SVR and RF algorithms combined with feature selection are 

compared with those without feature selection. For each train, the results were averaged over 20 trials with random sampling 

of the training data. The mean MSE and MAE values obtained from these 20 trials are presented in the Tables 4, 5, and 6. 

 
 

 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 5086-5099
 

5094 

Table 4.  

S&P500 Forecasting results. 

Forecasting model Selection algorithm MSE MAE 

SVR All 28.39299227 4.239713183 

 SAlpha 1.33E-06 0.000945849 

 SMargin 3.01E-05 0.0039455 

 SRadius 1.33E-06 0.000945849 

 SSpan 0.0058 0.0558 

 BAlpha 0.0173 0.0815 

 BMargin 0.0477 0.1688 

 BRadius 0.042817394 0.150687279 

 BSpan 0.1607 0.3010 

RF All 0.245938202 0.298494224 

 SRF 0.244121669 0.29774504 

 
Table 5.  

NASDAQ Forecasting results. 

Forecasting model Selection algorithm MSE MAE 

SVR All 69.85655475 6.352712264 

 SAlpha 2.39E-06 0.001298903 

 SMargin 9.91E-05 0.006571624 

 SRadius 3.93E-05 0.004986682 

 SSpan 0.267330228 0.349791948 

 BAlpha 0.626387318 0.616387318 

 BMargin 0.854773085 0.69670882 

 BRadius 0.8097 0.6184 

 BSpan 0.8769 0.7282 

RF All 3.0724 0.8290 

 SRF 1.9330 0.6155 

 
Table 6.  

DJIA Forecasting results. 

Forecasting model Selection algorithm  MSE MAE 

SVR All 77.239289 30.04174939 

 SAlpha 1.73E-05 0.0033835 

 SMargin 0.0058 0.0558 

 SRadius 0.001921706 0.032411072 

 SSpan 0.0173 0.0815 

 BAlpha 0.0477 0.1688 

 BMargin 3.253529004 1.340287794 

 BRadius 0.267330228 0.349791948 

 BSpan 3.509603582 1.389270951 

RF All 5.244308504 2.547064601 

 SRF 5.266413304 2.545803192 

 

Predicting stock market movements is a significant challenge in both finance and economy. Historically, one of the main 

approaches of forecasting stock prices relied solely on past data. However, other factors such as stock exchange fluctuation, 

commodities prices, economic environment and many other indicators can impact stock markets.  

Stock market investors aim to maximize their profits, which requires effective tools to analyze stock prices and market 

trends. Machine learning algorithms have been established to create advanced prediction models that can accurately forecast 

stock prices and identify market trends. Several models have been proposed to account for the various factors influencing 

stock prices. This research work specifically focuses on the adoption of machine learning algorithms, such as SVM and RF, 

to improve prediction accuracy. 

The results of the proposed two models, SVR and RF are compared. For each model, the predictions are completed using 

seventeen explanatory variables related to three indices SP&500, NASDAQ and DJIA. Moreover, the prediction performance 

is evaluated using MSE and MAE. Results are summarized in Table 4. SVR and RF are two approaches derived from 

statistical learning theory, providing them with a solid and robust theoretical basis. Also, on the operational level, they have 

shown great robustness compared to various existing forecasting models.  

The Tables 4, 5, and 6 show that SVR criteria combined with Stepwise Search space algorithm outperform SVR 

combined with Backward search space for each index. Additionally, it is clear that the criterion based on alpha Gα 

outperforms other criteria for both stepwise and backward algorithms. Also, GW outperforms GR and GR outperforms GS 

for each index. Furthermore, results obtained after feature selection based on Random Forest combined with Stepwise 
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outperform results of forecasting using random forest without feature selection. So, the combination of stepwise with random 

forest may improve forecasting results. Considering only forecasting without feature selection, it is clearly seen that Random 

Forest gives better forecasting results than SVR but combined with feature Selection SVR algorithm exceeds Random Forest. 

To be consistent with the literature, a comparison between the current work and other recent studies was carried out. To 

this end, five recent studies based on feature selection methods were analyzed and summarized in Table 7. 

 
Table 7.  

Findings comparison with literature related to feature selection incorporating in stock market prediction. 

Authors 

 

Features Techniques 

for feature 

selection 

Forecasting 

methods 

Datasets and periods 

Rana, et al. 

[29] 
Fundamental 

characteristics. 
 

Decision tree 

and extra tree 

classifiers. 

 

SVR, LR, 

LSTM 

Spanish stock market (from 1-1-2008 

to 31-12-2018) 

Yuan, et al. 

[30] 
Fundamental and technical 

indicators. 

SVM-RFE, 

RF 

SVM, RF, 

ANN 

Chinese A-share stocks (from 1-1-

2010 to 1-1-2018) 

Haq, et al. 

[31] 

Fundamental characteristics 

and technical indicators. 

LR, SVM, RF Deep 

generative 

model 

88 stocks from NASDAQ (from 01-

01-2014 to 01-01-2016) 

Xie and Yu 

[32] 

 Commodities, the U.S. 

dollar's exchange rate to other 

currencies, technical 

indicators, international stock 

market indices, and data from 

big businesses. 

Autoencoder SVM SPY, NASDAQ, HSI, DJIA, and 

SSEC indices (from 01-01-2010 to 

31-12-2019) 

Bhanja and 

Das [33] 

 

 Technical indicators Autoencoder DLM, MNB, 

SVM, KNN, 

AB, GBM 

S&P BSE SENSEX (from 01-01-

1991 to 31-03-2021) and Nifty 50 

(from 01-01-1996 to 31-03-2021) 

indices 

Present work Basic features and Stock 

market, variables, 

commodities, currencies, 

technical indicators 

SVM-RFE, 

SVM-

Stepwise, RF  

SVM, RF NASDAQ, DJIA, S&P500 (from 01-

01-2010 to 31-12-2019) 

 

Rana et al. [29] adopted for variable selection two embedded methods: Decision Tree Classifier and Extra Trees. This 

means that there is no direct relationship between variable selection and the forecasting process. In contrast, here, a wrapper 

approach is adopted where the variable selection process and the forecasting procedure are interdependent. The application 

of variable selection in their work highlighted the superiority of the closing value compared to other baseline variables such 

as Opening price, Low price, High price and, Volume. However, in the current study, these variables (Opening price, Low 

price, High price) were selected among the most relevant variables. Considering the forecasting effort in Rana et al. [29] it is 

certain that LSTM can provide better predictions than linear regression (LR) and support vector regression (SVR). 

Yuan et al. [30] used both Recursive Feature Elimination (RFE) for SVM and feature selection based on Random Forest 

(RF) for the variable extraction procedure. However, in the present work, for SVM-based variable selection, two search space 

algorithms are employed: the Recursive Feature Elimination (RFE) method, already used by Yuan et al. [30], and 

additionally, the Stepwise selection technique is incorporated. In the actual study's variable selection process, for the 

Stepwise-RF and Stepwise-SVR combinations, the optimal packet of selected variables is considered. However, when using 

the SVM-RFE procedure, the top 5 ranked variables were retained. Whereas in Yuan et al. [30], the top 80% of all features 

are selected, which means that there are 48 selected features. Additionally, in the same work, the best stock price trend 

forecasting results were obtained when selecting features using Random Forest (RF) and applying RF for stock price trend 

prediction. Whereas, in the actual analysis, when considering forecasting without feature selection, Random Forest clearly 

outperforms Support Vector Regression (SVR), and, when combined with feature selection, the SVR algorithm surpasses 

Random Forest in forecasting performance. 

Haq et al. [31] utilized feature-based and technical indicators for stock market forecasting. However, five categories of 

variables were employed in our study. They adopted an embedded approach for feature selection, ranking variables using 

L1–LR, SVM, and RF, and applied the MFFS technique, which combines these three feature selection methods. As a result, 

they obtained four different subsets during the feature selection stage. However, our work employs wrapper feature selection 

methods based on SVR and RF. Haq et al. [31] found that variable selection using RF outperformed SVM. Indifference, our 

study revealed that SVM surpassed RF in variable selection. Additionally, the authors proposed a new selection technique 

combining SVM, RF, and L1–LR, which achieved the best outcomes when compared to the individual performance of the 

three selection techniques. 
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Xie and Yu [32] chose 95 financial and economic indicators in order to anticipate the stock market. These factors are 

divided into five categories: technical indicators, global stock market indexes and U.S. exchange rates, the dollar to other 

currencies, commodities, and data from major companies. Their choice of variables is closely similar to our factor choice, 

which classifies the variables into five categories: commodities, currencies, stock market variables, basic features, and 

technical indicators. They used a feature extraction method based on a CAE network designed by combining convolutional 

and autoencoders. Although in our study, a wrapper feature selection method based on RF and SVR is applied and combined 

with stepwise and RFE search space algorithms. They assumed that the average accuracy of the CAE technique was 

approximately 3% higher than other models (i.e., LSTM, DNN, SVM, and PCA) for the five studied stock indices. 

Bhanja and Das [33] adopted only technical indicators in their study and used an autoencoder for feature extraction. 

They compared the forecasting performance of six methods, a DLM and five machine learning methods like MNB, SVM, 

KNN, AB, and GBM. Results revealed that the proposed hybrid stock trends forecasting framework (HSTPF) outperforms 

other existing studies. Whereas, in the actual study, wrapper methods based on SVR and RF are used, and the forecasting 

performance of those two methods is compared. 

 

5. Conclusions 
Predicting the stock market is a challenging task for investors and researchers, primarily due to its inherent complexity 

and the multitude of unpredictable factors involved. The task requires sophisticated analysis and an understanding of various 

market dynamics. As a result, highly accurate forecasting models have become essential tools, often deployed in automated 

trading systems. This research focuses on the study of the American stock market, specifically the analysis of the S&P 500, 

NASDAQ, and DJIA indices, which represent the primary indices of the American stock market. Several technical indicators 

are selected as model inputs, such as currencies, commodities, and technical indicators. 

The experiments were crucial, as they not only allow to predict the stock market volatility but also provide valuable 

insights into the nature of the data. These insights are helpful in improving the training of the classifiers in the future. 

The actual study is based on the comparison between two algorithms: SVR and RF, and the optimization of feature 

selection. By considering the forecasting without feature selection, it is clearly seen that Random Forest gives better 

forecasting results than SVR, but if combined with feature selection, the SVR algorithm exceeds Random Forest. 

Therefore, the findings presented a complement to previous works and confirm the existence of interaction between the 

different stock markets and a powerful relationship between currency market and stock market. The introduction of technical 

indicators appears to be important in daily frequency. Also, introducing new variables to the historical values of the stock 

market provides an improvement in forecasting results.  

The use of the proposed prediction models could be extended to various other fields, such as forecasting GDP, predicting 

energy consumption trends, estimating commodity prices, or even weather forecasting. The potential of these models, when 

adapted to different domains, can be explore to provide accurate, data-driven insights across a wide range of industries, 

helping to improve decision-making. Several other factors can significantly impact the stock market, including people 

sentiment, news events, and developments both within the country and globally.  

Since both SVR and RF techniques are robust and can handle high-dimensional data, the framework of the present 

investigation can be easily extended to incorporate additional relevant input variables. It would be interesting to compare 

these algorithms with others like Naïve Bayes and some deep learning algorithms [50, 51]. For further research development, 

other methods of variable selection can be introduced and using high-frequency data to improve stock market modeling. 
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Appendix A 
 

S&P500 database 

Variables WHEAT COFFEE COPPER OIL GAZ GOLD EURUSD USDJPY GBPUSD 

Code 1 2 3 4 5 6 7 8 9 

 

O/C H/C L/C Open High Low NASDAQ DJIA 

10 11 12 13 14 15 16 17 

  

S&P500 Ranking 

Balpha Bmargin Bradius Bspan Salpha Smargin Sradius Sspan Srf 

15 15 15 15 16 14 16 17 10 

12 14 12 14 14 13 14 16 12 

13 13 13 16 13 15 13 7 11 

14 2 14 7 15 12 15 6 15 

10 7 2 17 7 11 7 2 14 

2 17 10 9 17 10 17 9 13 

16 9 16 2 2 16 2 5 8 

17 1 17 13 9 7 9 14 5 

6 12 6 12 5 2 5 15 3 

8 11 11 11 4 17 4 13 2 

11 10 8 8 6 9 6 3 1 

3 8 3 10 1 5 1 1 6 

4 3 4 3 3 4 3 4 17 

5 4 5 4 8 6 12 8 4 

1 6 1 6 12 1 10 11 16 

7 16 7 5 11 3 8 10 7 

9 5 9 1 10 8 11 12 9 

 

NASDAQ database 

Variables WHEAT COFFEE COPPER OIL GAZ GOLD EURUSD USDJPY GBPUSD 

Code 1 2 3 4 5 6 7 8 9 

 

O/C H/C L/C Open High Low S&P500 DJIA 

10 11 12 13 14 15 16 17 

 

 

NASDAQ Ranking 

Balpha Bmargin Bradius Bspan Salpha Smargin Sradius Sspan Srf 

14 15 14 15 16 14 16 17 10 

11 14 11 14 14 13 14 7 12 

13 13 15 13 13 15 13 16 11 

10 17 13 2 15 11 15 9 15 

15 2 2 17 7 12 7 5 14 

2 7 10 16 9 10 9 3 13 

12 9 17 1 17 16 17 2 3 

17 16 12 7 5 7 5 4 17 

8 12 8 12 6 17 6 1 8 
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6 11 6 11 3 9 3 6 1 

5 10 5 10 1 5 1 14 5 

4 8 4 8 2 6 2 15 16 

16 3 9 5 4 3 4 13 2 

9 4 16 3 8 2 8 8 9 

3 6 3 6 12 1 12 11 7 

7 1 7 4 11 4 10 12 6 

1 5 1 9 10 8 11 10 4 

 

DJIA database 

Variables WHEAT COFFEE COPPER OIL GAZ GOLD EURUSD USDJPY GBPUSD 

Code 1 2 3 4 5 6 7 8 9 

 

S&P500 NASDAQ O/C H/C L/C Open High Low 

10 11 12 13 14 15 16 17 

 

DJIA Ranking 

Balpha Bmargin Bradius Bspan Salpha Smargin Sradius Sspan Srf 

17 17 17 17 15 16 15 10 12 

14 16 14 16 16 15 16 7 14 

15 15 15 15 17 17 17 2 13 

16 2 16 10 10 13 10 11 17 

12 10 2 2 11 14 11 9 16 

2 11 11 11 7 12 7 17 15 

11 7 10 7 1 10 1 15 6 

7 9 7 9 5 11 5 16 2 

5 14 8 13 2 7 2 5 4 

8 13 5 12 9 1 9 3 11 

3 12 3 14 4 2 4 4 8 

4 3 4 8 3 5 3 1 10 

6 8 6 3 6 9 6 6 3 

1 6 1 4 8 4 8 8 5 

13 4 13 5 13 6 12 13 9 

9 1 9 6 14 3 14 14 7 

10 5 12 1 12 8 13 12 1 

 


