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Abstract 

 This study's objective is to offer a practical computer method for handling classification problems on large datasets. The 

aim of this study is to offer a practical computer approach for handling classification tasks on big datasets. We show that 

using Python’s built-in parameters to balance classes can improve the accuracy and the metrics of a classification task. We 

employ logistic regression, support vector machines, decision trees, and random forest classifier. We use the parameter 

“class_weight='balanced'” to run each classification model as well as stratified train/test splitting to ensure that relative 

class frequencies are approximately preserved in each train and set subsets. We use our methods on medical datasets 

because class imbalance is frequently a problem there. Our research shows that the proposed algorithms can improve the 

accuracy and classification metrics of the given medical datasets. We propose an effective and easy-to-apply alternative to 

improve the prediction ability of the presented classification models in medical datasets. We test an easily reproducible set-

up where any classification model can be used to model imbalanced classes. The key tuning of the model lies in the 

stratified train/test split as well as the parameter “class weight='balanced'”. By combination of parameter  tuning, better 

classification performance can be obtained in a quick and simple manner.   It is simple and quick to replicate our algorithms 

to examine various medical datasets and determine which model best fits the data. It can be reproduced in biostatistical 

laboratories and by medical companies. Because it is simple to comprehend, medical researchers can swiftly review the 

information and determine the best course of action.  
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1. Introduction 

In the past ten years, there has been an increase in research on big data, its nature, and applications. The definition of 

big data is ambiguous. Each definition reveals the goblins from a specific point of view. The diversity in the definition of 

big data shows its wide significance and numerous applications. Manyika et al explain big dataset as “whose size is beyond 

the ability of typical database software tools to capture, store, manage, and analyze”, i.e., the typical software finds it 

difficult to analyze big datasets. The article [1] discusses different perspectives on big data and their applications in detail. 

We will think about the development of software capabilities to get around the challenges of big data analysis in the context 

of classification analysis, which is motivated by the definition of Manyika, et al. [2].  

Python has become the most popular software in machine learning as it is relatively easy to learn and it has a big 

number of capacities. A bunch of Python libraries for machine learning (ML) exist along with deep learning libraries. 

Recently, the ML algorithms were combined into a new Python library called Data Science Toolkit (DST) [3]. The most 

commonly used ML libraries in Python are NumPy [4] pandas [5] scikit learn [6] TensorFlow [7] matplotlib [8]. Each of 

them contains attributes with methods or functions that enable the fast building and testing of the model. The Python Data 

Science Toolkit (DTS) [3] employs a number of ML classes that are based on the above libraries. If the usual ML 

applications are employed, such a bundled library enables the data scientist to use Python in a faster and more effective 

manner [3]. It has a number of classes related to data transformation and exploratory analysis, ML algorithms and data 

visualization [3]. This is the first Python library created that combines every tool a data scientist may ever need. Other 

programss like R and Matlab already provide similar libraries [3]. One approach to model improvement combines all 

required algorithms in a single software package. 

Another way to improve ML algorithms is to create updated software packages and ML algorithms. For example, 

creating new Python libraries that enhance the ML models by modifying their equation [9]. The Python package called Py 

Kernel Logit [9] introduces the model Kernel Logistic Regression (KLR). The package was created to meet the need for 

ML models in the transport industry. It modified the logistic regression in a way that makes its usage more suitable for 

predicting transportation demand [9]. Therefore, machine learning algorithms can be modified and applied in software 

packages depending on the needs of the field. There are numerous examples of modified ML and deep learning algorithms  

that were created into independent Python modules for usage in medical datasets. [10, 11]. The open-source Python library 

EEGraph is applied by authors  [10]. Another Python library is dicom_wsi [11]. It is used to convert a slide into DICOM 

format that has medical applications. 

  By adding procedures to address dataset problems like class imbalance, the ML algorithm can also be made to 

perform better. Medical datasets frequently face this problem, and several solutions have been put up. [12-14]. Solutions 

use a variety of techniques by giving each observation a different weight in order to balance the classes. [15, 16]. Other 

authors follow the non-modified versions of the ML algorithms but use cross validation to evaluate the performance of the 

classification model [17]. A number of algorithms developed to tackle imbalance data are also applied in medical datasets, 

for example the Synthetic Minority Over-sampling Technique SMOTE [18], the clustering-based under-sampling 

techniques (described as DBIG-US) [19] and Sample-Characteristic Oversampling Technique (SCOTE) [20]. You may 

find a more thorough summary of classification techniques for unbalanced data in [21, 22]. 

In this article we will consider the impact of big data on the development of software capabilities for their analysis. We 

will pay attention on classification analysis as the main task for data analysis. Building an analytical model of data that 

categorizes them and aiming to disclose the intrinsic links between the data constitutes classification analysis. 

This process is performed by software program that commands the analytical models and methods for their solution. 

These computer instructions are applied to a portion of the large dataset called the training subset, where the model is 

trained and hidden connections between the features of the large dataset are found. We will implement our research through 

the open-source programming language Python 3.7 in the Anaconda distribution. 

We will present a classical algorithm for conducting classification analysis of large datasets. In this algorithm, we will 

present the software enhancements offered by Python to increase the efficiency of classification analysis. It includes 

methodology that uses big data analysis – big data analytics, i.e.  splitting the given data set into two subsets – train subset 

and test subset (sometimes it is called validation subset). The classical command for this is the train_test_split (parameters) 

command. We will use the most used models for classification analysis - Logistic Regression (LR), Support vector machine 

(SVM), Random Forest Classifier (RF), Decision Tree Classifier (DT).   

It should be noted that works on classification analysis of massive data sets abound in the scientific literature, where 

new variations of well-known models like logistic regression, reference vectors, random forests, and decision trees are 

created. Deep learning models are also widely studied, most commonly neural network models. All of them increase the 

efficiency of the models and algorithms that implement them. This happens at the expense of complicating the model and 

the need for more calculations, which in turn involves more computer time. We will take into consideration the possibilities 

of enhancing the effectiveness of classification analysis by implementing new software advancements as an alternative to 

academic literature to develop efficient improvements on classical models. 

Our algorithm ensembles the classic methodology for big data analysis and software commands to obtain effective 

splitting of the given dataset into two subsets. We'll demonstrate how to get a training subset so that, when the relevant 

model is trained on it, the test subset yields greater values for the recall parameter.  In addition, we compare the results 

from the algorithm with other similar results from the literature. 

 

 



 
 

               International Journal of Innovative Research and Scientific Studies, 6(3) 2023, pages: 545-552
 

547 

2. Models and the Algorithm  
2.1. Machine Learning Models  

We consider the standard and well-known models to classify the big data sets. We apply the following models:  

logistic regression, support vector machine, random forest, and decision tree.  Theoretical and practical implementation of 

these models can be found in many issues [23]. Here, we consider the computer application of these models for solving the 

classification task. We present two Python software commands that we use in our algorithm:  

train_test_split(X, y, test_size=0.2, stratify=y ). 

The above command splits the independent variables (at X) and dependent variable y into two parts train:test as 80:20, 

i.e. 20% of observations belong to the test subset. In addition, the parameter “stratify” is applied to ensure that relative class 

frequencies is approximately preserved in each subset, i.e. train and test ones  [24].  

The next command explains how to apply a classification model. We use the parameter “class_weight='balanced'”. 

More specially, we have: 

LogisticRegression(solver='lbfgs', max_iter=5000,  class_weight='balanced') for the logistic regression; 

SVC(C=1,kernel='rbf', gamma='auto' ,class_weight='balanced') for the support vector machine with the kernel='rbf'; 

RandomForestClassifier (class_weight='balanced') for the Random Forest Classifier; and  

DecisionTreeClassifier (class_weight='balanced') for the Decision Tree Classifier.  

The parameter class_weight associates weights with classes. If the values are not given, all classes are assigned weight 

one.  Moreover, the “balanced” model uses the values of y to automatically computed weights. More explanations can be 

found at [25]. 

To analyze the proposed algorithm for a classification model we have employed accuracy, precision, and recall. The 

confusion matrix is usually applied to evaluate a model. The elements of a confusion matrix are true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN). Their meaning and definitions can be found in each book and 

paper of the machine learning analysis, and for example [26, 27]. The positive observations are assigned with Class 1 and 

the negative ones with Class 2.  These values are used to compute the accuracy, precision, recall metrics displayed in the 

confusion report [28]. The formulas are the following:      

Accuracy = (TP+TN)/(TP+TN+FP+FN);  

Precision (Class 1) = TP/ (TP+FP)  =  Precision [27, 29];          

Precision (Class 2) = TN/ (TN+FN);  

Recall (Class 1) = TP / (TP+FN) = Sensitivity [26, 29] = Recall [27];               

Recall (Class 2) = TN / (TN+FP) = Specificity [26, 29].      

The parameter Precision (Class 1) is defined as Precision in [27]. The parameter Recall (Class 1) is defined as 

Sensitivity [26] and Recall [27]. The parameter Recall (Class 2) is defined as Specificity [26]. The Sensitivity parameter 

provides information on the accuracy of only positive predictions. Specificity represents the accuracy only of negative 

predictions [26].    

 

2.2. The Algorithm 

The algorithm is described as follows:  

1.Load the dataset. 

2.Shuffle dataset in-place. 

3. Define X as independent variables, y is the dependent variable. 

4.Split the dataset with. 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2,stratify=y ) 

5.Define the model LR, SVM, RF or DT applying the definitions above. 

6.Fit the model on the train subset. 

7.Evaluate the model on the test subset computing the confusion matrix and the classification report. 

8.End computations. 

 

3.The Research Findings 
We use public datasets for reproducibility purposes. We carry out experiments with two public data sets: breast cancer 

Wisconsin available in Wisconsin Breast Cancer Dataset [30] and  diabetes dataset Frankfurt available in Frankfurt 

Diabetes Dataset [31]. All experiments are executed with Python 3.7 in Anaconda on a Laptop with 1.50 GHz Intel(R) Core 

(TM)and 8 GB RAM, running on Windows 10. In the experiments, we split the data into 80% data training and 20% data 

testing.  

 

3.1. Example 1. Diabetes Dataset Frankfurt  

The classification analysis of diabetes dataset from the hospital Frankfurt is provided in Abdulkader and Alazzawi [29]. 

We apply our algorithm to solve the classification task. We compare the computational results in Table 1. We apply our 

algorithm with the Logistic Regression (LR), Support Vector Machine (SVM), Random Forest (RF), and Decision Tree 

(DT). We compare our results to similar models which are obtained in Abdulkader and Alazzawi [29] (see Table 1.  

Looking at Table 1 we conclude that our algorithm achieves better results from the corresponding values obtained by 

Abdulkader and Alazzawi [29]. Moreover, our algorithm predicts two classes of the dataset better (see values of Recall 

(Class 1) and Recall (Class 2) for the Random Forest and Decision Tree).  
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Table 1. 

Results for diabetes dataset Frankfurt. 

Models Our algorithm 

class_weight = 

'balanced' 

Results 

Table 5 [29] 

LR  

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.77 

0.85 

0.64 

0.79 

0.73 

 

0.775 

0.57 

 

0.889 

0.75 

SVC with  

kernel='rbf'  

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

 

0.96 

0.94 

1.00 

1.00 

0.88 

 

 

0.81 

0.482 

 

0.992 

0.972 

Random forest 

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.98 

0.98 

0.99 

0.99 

0.96 

 

0.99 

0.605 

 

0.873 

0.735 

Decision tree 

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.97 

0.98 

0.95 

0.97 

0.97 

No results 

 

 

The results given in Abdulkader and Alazzawi [29] are based on the non-modified versions of the logistic regression, 

support vector machines and random forests. Similar to our research, the authors [29] split the dataset set into 80% training 

set and 20% test set. However, they do not use stratified cross validation. Therefore, they cannot ensure that relative class 

frequencies are approximately preserved in each train and set subsets as it was in the original dataset. We use the stratified 

cross validation as it guarantees that the training and test sets will have similar structure to that of the original dataset. In 

the original dataset, class imbalance is present, so we fix the parameter ‘class_weight=balance’ to make sure the classes are 

balanced when fitting the models. Class imbalance is not handled in Abdulkader and Alazzawi [29]. This can be seen in 

Table 1 where the precision and recall metrics in Abdulkader and Alazzawi [29] are higher for class 1, which is the 

prevailing class in the dataset. 

Similar to Abdulkader and Alazzawi [29], we achieve accuracy of 0.775% using the LR and 0.99 using the RF. 

However, our version of the logistic regression and the random forest results in higher precision and recall metrics for the 

two classes  than those in Abdulkader and Alazzawi [29]. For instance, our LR achieves precision of 0.85 for class 1 

compared to 0.57 in Abdulkader and Alazzawi [29]. Class 2 has a precision score of 0.64 in our LR model, while [29] do 

not calculate the precision score for class 2. The recall measure for class 2 is similar in our results and Abdulkader and 

Alazzawi [29] , while the recall for class 1 in Abdulkader and Alazzawi [29] is better than our model. However, the overall 

performance of our ‘balanced’ LR is better than in Abdulkader and Alazzawi [29]. 

Table 1 also shows that the random forest classifier predicts classes 1 and 2 more accurately than in Abdulkader and 

Alazzawi [29].  The suggested random forest classifier can predict whether a new observation belongs to class 1 or class 2 

more accurately because all classification metrics are better than [29]. Although the authors [29] do not perform 

calculations with the decision tree classifier, Table 1 shows that it also achieves vey good accuracy, precision and recall 

measures for the two classes. Therefore, handling class imbalances is very important for model performance. With this 

example, we show that the inbuilt Python parameter ‘class_weight’ can be enough to handle class imbalances.Therefore, 

researchers have access to an easy and fast way to tackle class imbalances in medical datasets. To further explore this 

finding, we present another example. 

 

3.2. Example 2. Breast Cancer Wisconsin 

We also consider the classification problem for the set of Wisconsin breast cancer observations [30]. There are 30 

numeric attributes of features in the dataset. Dataset has 569 instances that divided into two classes: benign and malignant. 

The class Benign consists of 212 instances, and malignant consists of 357 instances. The target is to classify the tumor as 

malignant or benign.This set has been intensively studied by several authors. We will compare the proposed algorithm and 

its results with the results from the following studies [27, 29, 32-34].  

The focus of the article [27] is on the Artificial Neural Network (ANN) model.  
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The ANN model is applied as a procedure of feature selection. The results are: the Recall of 95% and the Precision of 

60.32% (see Table 4) [27].  

The XGBoost model has the best result obtained in the investigation from Prastyo, et al. [32]. The metrics of XGBoost 

are Recall 96,75%, Precision 97,28%, and Accuracy 97,19%. Comparing with the values of Table 2 we conclude the 

similar values of Random Forest and Decision Tree are competitive to the XGBoost model. 

 
Table 2. 

Results for the breast cancer Wisconsin (Positive = malignant = 0, Negative = benign = 1) 

Models Our algorithm 

class_weight = 

'balanced' 

Results [32]. 

LR  

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.98 

0.98 

0.98 

0.98 

0.98 

No results 

 

SVC with  

kernel='rbf'  

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

 

0.93 

0.87 

1.00 

1.00 

0.86 

 

 

0.956 

 

0.984 

 

0.94 

Random forest 

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.99 

1.00 

0.98 

0.98 

1.00 

 

0.956 

 

0.984 

 

0.94 

Decision tree 

Accuracy 

Precision (Class 1) 

Precision (Class 2) 

Recall (Class 1) 

Recall (Class 2) 

 

0.99 

1.00 

0.98 

0.98 

1.00 

No results 

 

In this example our classification algorithms have a similar performance to those in Prastyo, et al. [32]. The authors 

also use 80/20 train/test split proportion but instead of stratified cross validation, they use one-fold cross validation to split 

into training and test set and then five-fold cross validation on the training and test sets from step 1. This is the novelty in 

their research.  

They do not use a specified algorithm to handle class imbalances. Their algorithms perform well as seen in Table 2. 

Our methodology has a similar performance to that in Prastyo, et al. [32]. Our approach, however, is significantly easier to 

implement because it fixes the 'class_weight' option to 'balanced' and makes use of stratified cross validation, which is 

frequently advised in unbalanced datasets. Additionally, applying the built-in Python features is much quicker. 

In addition, we compare values of  the confusion matrix obtained by our algorithm, and values from Table 4 [33], 

Table 3 [32] and results from Adebiyi, et al. [34].   

The elements of all confusion matrices on the test set with 114 observations (80%:20% for train:test) are given in 

Table 3 (our algorithm), Table 4, Table 5, and Table 6 in this paper. It is easy to make comparison between Table 3 and 

other ones. 

 
Table 3. 

The entries of the confusion matrix of breast cancer Wisconsin dataset. 

Models Our algorithm 

TN FN FP TP 

LR 52 0 1 61 

SVM, rbf 55 8 0 51 

Random forest 56 0 0 58 

Decision tree 53 1 0 60 
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Table 4. 
The entries of the confusion matrix of breast cancer Wisconsin dataset based on Table 4 [33]. 

Models Table 4 [33] 

TN FN FP TP 

AdaBoost 81 7 0 26 

k-NN 88 1 0 25 

Decision tree 78 10 2 24 

BSVM 87 1 5 21 

 
Table 5. 
The entries of the confusion matrix of breast cancer Wisconsin dataset based on Table 3 [32] 

Notations are given in Prastyo, et al. [32]. 

Models Results from Table 3 [32] 

TN FN FP TP 

GNB 43 4 4 63 

k-NN 44 1 3 66 

SVM 46 4 1 63 

DF 46 4 1 63 

AdaBoost 44 2 3 65 

GB 45 2 2 65 

XGBoost 46 1 1 66 

MLP 43 3 4 64 

 
Table 6. 
The entries of the confusion matrix of breast cancer Wisconsin dataset based at Adebiyi, et al. [34].  

Models Results obtained in [34] 

TN FN FP TP 

LDA using random forest    44 3 2 65 

Without LDA using random forest    44 3 3 64 

LDA using SVM 44 3 1 66 

Without LDA using SVM        43 4 5 62 

 

Note that FP+FN is the number of wrongly predicted observations from all confusion matrices described in Table 3, 

Table 4, Table 5, and Table 6. According to Table 5 the min(FP+FN)=2 (XGBoost, Table 5). The min(FP+FN)=1 for k-NN 

model obtained by  Laghmati et al. as shown in Table 4. Moreover, the min(FP+FN)=0 for the Random Forest model 

obtained in this paper, and min(FP+FN)=1 for Decision Tree and Logistic Regression with the proposed algorithm (see  

Table 3).  

 

4. Results 
Our study shows that Python built-in packages can be successfully used to handle imbalanced classes in medical 

datasets. Our study has two important parts that are crucial to ensure model performance. 

 The first one is the type of cross validation. We use stratified k-fold cross validation rather than the widely used k-fold 

cross validation. When k-fold cross validation is not stratified, it would split into training and test set on a random base. 

Some of the training and test sets may have observations related to the two classes, while others may have observations 

related to a small number of one of the classes and much higher number of the other class. The k-fold cross validation in 

this case may result in misleading model evaluation as only the prevalent class will be predicted correctly [23]. This is the 

case in Table 1 [29] where the authors of the study do not consider the class imbalance when splitting into training and test 

set. The prevalent class 1 is the one correctly predicted in most cases. However, when we consider the class imbalance by 

using the stratified k-fold cross validation, then both classes are correctly predicted, and the model performance is not 

biased Table 1. 

The importance of the correct train/test split strategy can be also viewed in Table 2. The authors of the comparative 

study used another train/test split strategy to handle class imbalance [32]. Their results are like ours in the Wisconsin breast 

cancer dataset Table 2. As it is shown in Table 2, we use another resampling strategy, stratified k-fold cross validation, that 

also proves to work well in medical datasets with imbalanced classes. Therefore, we show that the stratified k-fold cross 

validation can be a reliable alternative to the strategy applied in Abdulkader and Alazzawi [29] to handle classes imbalance. 

The second important part of our study that ensures good model performance is the tuning of the parameter 

‘class_weight’ that is part of every classification model in Python. We fixed to ‘balanced’ in order to tell Python that the 

classes in the two examples are not balanced and it should assign weights inversely proportionately to their frequencies to 

balance them. When the parameter ‘class_weight’ is None, the default value in Python, then both classes are given equal 

weight. But that is an issue when one of the classes dominates the other class. Giving equal weight would mean that both 

classes have a similar frequency and have relatively similar non-skewed distributions. That, however, is not the case with 

imbalanced classes. Class imbalance means that the distributions of the two classes have been skewed and the frequencies 
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are not similar. So, the parameter ‘class_weight’ =balanced tries to attribute different weights to the prevailing and rare 

classes so that it can implicitly compensate for the imbalance [23, 25].  

The studies of the authors we mentioned before [32-34] do not tune this parameter. This is an issue in table one [32] 

where the authors do not handle the class imbalance. So, our models perform better. The authors of Laghmati, et al. [33]; 

Adebiyi, et al. [34] also did not tune this parameter but they used cross validation strategy to handle class imbalance, so 

they get similar results to ours. However, the results we obtained in Table 2 were better than those in Prastyo, et al. [32]. 

This may be the result of the ‘class_weight’ parameter. 

These two important parts of our algorithm can be applied to any classification model. We have applied them to the 

support vector machines, logistic regression, decision tree classifier and the random forest classifier. They are built in 

Python, so their application is very easy and straightforward. Our approach can be utilized to resolve class imbalances in 

intricate classification models when a quick solution is needed, which has significant practical consequences. No 

preliminary code preparation is required as all necessary functions are built-in the scikit learn package in Python. So, no 

further complications of the code and structure of the classification model is required. The output of the model is easy to 

interpret, and the results are reliable. Therefore, our study can be applied by biostatistical companies prior to their 

laboratory experiments to examine combinations of factors and their relation to the outcome of a particular disease. 

In the future we would extend this research to other medical datasets, and to further improve the efficiency of the 

classification process. The setting of the experiment may remain the same in order to further highlight its benefits. 

As a conclusion, we obtain a new computer algorithm to provide a classification analysis upon applying the standard 

machine learning models. The technique has a straightforward structure and is based on several parameter selections in 

order to optimize computer model executions. The dataset's division is further crucial to the outcomes. 
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