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Abstract 

This paper analyzes the dynamics of cyberattacks and fraud techniques using machine learning algorithms for Industrial 

Internet of Things (IIoT) systems. Special attention is paid to information security issues of digital twins within the framework 

of the Industry 4.0 concept. Various machine learning techniques, such as logistic regression, random forest, and the nearest 

neighbor method, are considered for classifying attacks in IIoT systems, taking into account the problem of data imbalance 

inherent in rare attacks. The use of data balancing and cross-validation methods can improve the accuracy of the models and 

minimize the number of false positives. The results demonstrate that the random forest model outperforms other methods in 

terms of accuracy, confirming its effectiveness for IIoT security and digital twin protection. Additionally, feature selection 

and optimization techniques were explored to enhance model performance further. The study also highlights the importance 

of real-time threat detection, which is crucial for maintaining the integrity and resilience of IIoT environments. Future 

research is planned to investigate more sophisticated methods, including deep learning, to improve attack detection and 

classification in the context of Industry 4.0. The integration of federated learning and adaptive AI-driven security measures 

may also offer promising solutions to emerging cyber threats. 
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1. Introduction 

This study focuses on developing an efficient Intrusion Detection System (IDS) to secure the Industrial Internet of Things 

(IIoT) in edge-based environments. With the increasing number of IIoT devices and decentralized data interactions, 

significant security challenges arise. The research examines modern IDS detection techniques and system architectures, 

introducing a hybrid IDS framework augmented by machine learning to enhance detection performance across various 

benchmarks [1]. Another paper presents an AI-driven analysis of cyber threats within IIoT environments, specifically using 

deep learning techniques for detecting and mitigating cyber risks [2]. Furthermore, an anomaly detection algorithm is 

introduced for IIoT data platforms, addressing the limitations of traditional machine learning methods. This algorithm, based 

on Meta-Heuristic Optimized Deep Random Neural Networks (MH-DRNN), optimizes feature selection and classification, 

improving detection accuracy and achieving up to 99.2% performance [3]. The integration of Digital Twins and blockchain-

assisted federated learning (HFL) is explored in the context of Industry 4.0, aiming to enhance modeling and secure cross-

verification in cyber-physical systems. The proposed solution outperforms existing models in network overhead, 

optimization, and accuracy [4]. Another study combines rule-based detection with machine learning methods to mitigate 

Distributed Denial of Service (DDoS) attacks in Cyber-Physical Production Systems (CPPS), achieving high accuracy and 

real-time effectiveness when trained using real-time network traffic [5]. Additionally, a hybrid deep neural network (DNN) 

is proposed for detecting and classifying DDoS attacks in Software-Defined IIoT networks, leveraging XGBoost for feature 

selection and combining CNN and LSTM networks. This approach delivers high accuracy and low latency, crucial for IIoT 

environments [6]. For real-time anomaly detection in Industry 4.0 systems, a hybrid machine-learning ensemble pipeline is 

introduced, incorporating models like LOF, One-Class SVM, and Autoencoders to improve detection accuracy. The 

effectiveness of the system is validated through performance evaluations on industrial machines [7]. A Human-Cyber-

Physical System (HCPS) for real-time anomaly detection is also proposed, combining human knowledge with cyber-physical 

systems to improve decision-making, system reliability, and job creation in Industry 5.0 [8]. Moreover, the study explores a 

collaborative mutation-based moving target defense (CM-MTD) for Digital Twin Mobile Networks (DTMN), using LSTM 

and deep reinforcement learning to address security challenges and enhance network security, outperforming baseline 

solutions [9]. The role of deep learning in credit card fraud detection is also examined, highlighting various architectures and 

their impact on improving fraud detection accuracy, with a focus on overcoming challenges like data imbalance and 

overfitting [10]. The integration of Digital Twins and Artificial Intelligence (AI) in Industry 4.0 is discussed, emphasizing 

how AI enhances automation and decision-making processes to optimize industrial operations [11]. A comprehensive review 

of Digital Twin models explores their functions, challenges, and industrial applications, offering insights into overcoming 

obstacles for wider implementation [12]. Additionally, a Digital Twin-based approach is proposed for simulating security 

attacks in smart irrigation systems, integrating real-time sensor data with simulations to improve intrusion detection and 

system resilience in IoT applications [13]. Machine Learning (ML) and Deep Learning (DL) play a critical role in optimizing 

anomaly detection, resource allocation, and predictive models in Digital Twin Networks (DTN), revolutionizing industries 

and enhancing system performance [14]. The increasing use of Internet of Things (IoT) technologies in various sectors, 

including smart grids, healthcare, and industrial management, raises the need for a comprehensive IoT security model to 

protect devices and ensure data security at all levels [15]. The paper examines cybersecurity risks in the Industrial Internet of 

Things (IIoT), with a focus on data integrity and confidentiality. Using blockchain technologies, the research aims to create 

a solution for managing data integrity and establishing consensus among nodes in the network [16]. Security threats in 

Agricultural Technologies 4.0 and 5.0 are also explored, with proposed mitigation strategies including AI, blockchain, and 

quantum computing to improve malware detection and prevent Denial-of-Service (DoS) attacks [17]. The detection of credit 

card fraud is analyzed using machine learning and deep learning algorithms, highlighting the effectiveness of deep learning 

in addressing issues like imbalanced data and high false alarm rates, achieving 99.9% accuracy and significant improvements 

in fraud detection performance [18]. An innovative fraud detection system is also presented, using anti-Benford subgraphs 

and machine learning algorithms to enhance security in financial networks, achieving 94.83% accuracy in fraud detection 

[19]. For cryptocurrency systems, a method based on the trimmed k-means approach is proposed for detecting fraud in Bitcoin 

networks, offering a robust solution for identifying fraudulent transactions [20]. Digital trust in the context of Industry 4.0 

and 5.0 is explored, emphasizing the importance of fraud prevention and data protection to maintain user trust and ensure the 

resilience of digital technologies [21]. SQL injection attacks (SQLIAs) are addressed by a new framework called DIAVA, 

which uses network traffic analysis and regular expressions for accurate attack detection, significantly outperforming 

traditional web application firewalls [22]. Credit card fraud detection is further enhanced through a combined use of LSTM 

and GRU neural networks with multilayer perceptrons, achieving high accuracy and minimizing false alarms [23]. Lastly, 

the use of machine learning and cyber threat intelligence (CTI) for enhancing security in cyber supply chains is discussed, 

predicting threats and developing control measures to improve security [24]. The detection and defense against DDoS attacks 

in SDN are also improved through an ensemble online machine learning method, achieving better detection accuracy and 

providing reliable protection against low-level and zero-day attacks [25]. 
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The aim of this work is to develop and evaluate the effectiveness of machine learning models for classifying cyberattacks 

in the Industrial Internet of Things (IIoT) infrastructure. In particular, the application of Logistic Regression, Random Forest, 

and K-Nearest Neighbors models is investigated to identify and classify various types of attacks, with a special focus on 

addressing the issue of data imbalance, which is critical when classifying rare attacks. The main goal of the work is to improve 

the accuracy and efficiency of IIoT protection systems, thereby enhancing their resilience to modern cyber threats. 

 

2. Method 

 To solve the problem of data classification, a methodology has been developed that includes several key stages. At the 

preprocessing stage, the data was cleaned and prepared for use in model training. Then, three machine learning algorithms 

were trained: logistic regression, random forest, and the nearest neighbors method. Their performance was assessed based on 

classification accuracy and ability to process rare classes. The process of building, training, and evaluating models is shown 

in the flow diagram below (Figure 1).  

 

 
Figure 1.  

Data Classification Process Flow Diagram. 
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The diagram shows the stages of building machine learning models, starting with data preprocessing, training three 

different algorithms, and evaluating their accuracy. The final model selection is based on specified performance criteria. 

The hypothesis of this research is that the use of specially adapted machine learning models to work with imbalanced 

data in the context of classifying rare attacks in IIoT systems significantly increases the accuracy and effectiveness of threat 

detection, minimizing the number of false positives and improving the models' ability to generalize. This is achieved by 

applying data balancing methods, cross-validation, and selecting optimal models, which ultimately allows for a more effective 

response to complex and infrequent attacks, which is especially important for ensuring the security of industry and critical 

infrastructure. 

The scientific novelty of this study lies in the definition of the model that most effectively copes with the classification 

of rare attacks. As part of the work, an architecture was developed for working with digital twin data, covering the process 

of constructing, training, and evaluating three machine learning models for data analysis in the context of threat detection in 

IIoT (Industrial Internet of Things) systems. The construction phase starts with the preparation of data for further analysis 

and training of models. At the Data Preprocessing stage, data is cleaned, converted, and prepared for submission to machine 

learning models. After training, each model is evaluated using test data. Based on the results obtained, threshold values are 

established. In the event that none of the models achieves the required accuracy, errors are analyzed to identify the cause: 

either the data was unbalanced or the models could not cope with the classification of rare attacks. The process ends with the 

selection of the optimal model to be used to classify attacks in IIoT systems. 

We can also note the scientific significance of this study, which lies in the context of rapidly developing technologies 

and growing security threats in the field of IIoT, where this study plays an important role in ensuring the reliability and 

protection of such systems from complex and rare attacks. The study selected models specifically adapted to deal with 

unbalanced data, a characteristic problem in the analysis of rare attacks. This improves classification accuracy by minimizing 

the number of false positives. Each model was evaluated using a number of metrics such as accuracy, completeness, and F1 

measures, which provided a comprehensive assessment of their effectiveness. Cross-validation techniques were used to 

improve the results, avoiding retraining and increasing the generalization capacity of the models. One of the main problems 

encountered during the work was the high degree of class imbalance in the data. A variety of balancing techniques have been 

applied to solve this problem, including random subsampling and the use of class weight algorithms. The results of this study 

can be directly used to improve the threat detection system in real IIoT environments, allowing more effective responses to 

rare and highly dangerous attacks, which is critical for industry and critical infrastructure. 

 

3. Results and Discussion  

This code, shown in Figure 2, creates a bar chart to compare three machine learning models (Logistic Regression, 

Random Forest, and K-Nearest Neighbors) on four metrics: Precision, Completeness, F1 score, and Accuracy. Each metric 

is displayed in a separate colored column, with precision values plotted above each column. The chart includes settings to 

enhance the visualization: indentation, legend, grid, and removal of unnecessary frames. The visualization is shown in 

Algorithm 1. 
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Algorithm 1. Code for building a bar chart comparing machine learning models by accuracy, completeness, F1-estimation, 

and precision labels. 

 
 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(2) 2025, pages: 4012-4026
 

4017 

 
Figure 2.  

Comparison of the duration and intensity of cyberattacks by type. 

 

The code shown in Algorithm 2 plots the dynamics of cyberattacks by flow duration using the Seaborn and matplotlib 

libraries. For each type of attack, a line is displayed showing the relationship between flow duration and number of packets. 

A visualization of the results is shown in Figure 3. 

 

Algorithm 2. Code to plot the dynamics of cyberattacks by flow duration 
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Figure 3.  

Cyberattack Dynamics by Flow Duration. 

 

The code in Algorithm 3 plots the change in flow duration over time using the matplotlib library. The graph displays the 

flow duration with the maximum value annotated, allowing key points to be visualized. A visualization of the results is 

presented in Figure 4. 

 

Algorithm 3. Code for plotting flow duration over time with annotation of maximum value 
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Figure 4.  

Variation of flow duration over time. 

 

The code in Algorithm 4 creates a bar chart to display the distribution of attack types in the data using the Seaborn 

library. It displays the number of each attack category and captions the axes. A visualization of the results is shown in Figure 

5. 

 

Algorithm 4. Code for building a bar chart of the distribution of attack type 
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Figure 5.  

Distribution of attack types. 

 

The code in Algorithm 5 constructs a histogram with a density line for the distribution of DOS_SYN_Hping attack 

durations using the Seaborn library. The histogram shows the frequency of attack duration, and the density line (KDE) shows 

the distribution. A visualization of the results is shown in Figure 6. 

 

Algorithm 5. Code to draw a histogram with a density line for the DOS_SYN_Hping attack duration distribution. 
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Figure 6. 

DOS_SYN_Hping attack duration distribution. 

 

The code shown in Algorithm 6 generates a classification report for different attack types using the sklearn library and 

builds a bar chart showing the prediction accuracy for each attack type. A visualization of the results is shown in Figure 7. 

 

Algorithm 6. Code to generate a classification report and plot the prediction accuracy for different types of attacks 
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Figure 7. 

Prediction accuracy for different types of attacks. 

 

The cross-validation results show that Logistic Regression, Random Forest, and Nearest Neighbor Method (KNN) 

models showed high classification accuracy. The best average accuracy was achieved by the Random Forest model with 

99.82%, followed by KNN with 99.59%, while Logistic Regression showed an accuracy of 99.10%. These data confirm the 

effectiveness of the models in classifying attacks, with Random Forest having the highest stability. The code in Algorithm 7 

is responsible for performing cross-validation and calculating the average accuracy value. Figure 8 shows a plot of the 

average accuracy of the cross-validation-based models, the Logistic Regression model. Figure 9 shows the classification 

report of the Random Forest model, and Figure 10 shows the comparison report of K-Nearest Neighbors. 
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Algorithm 7. Performing cross-validation for performance evaluation. 
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Figure 8.  

Classification report of the Logistic Regression model. 

 

 
Figure 9. 

Classification report of the Random Forest model. 
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Figure 10.  

Classification report of the K-Nearest Neighbors model. 

 

4. Conclusion  
As a result of the analysis of machine learning models for classifying attacks in Industrial Internet of Things (IIoT) 

infrastructure, several key conclusions can be drawn. The evaluation of models with and without cross-validation showed 

that the random forest is the most effective model, achieving a high classification accuracy of 99.82% with cross-validation 

and 99.65% without it. The nearest neighbors (KNN) method also performed well but was inferior to random forest, with 

accuracies of 99.59% and 99.13%, respectively, without cross-validation. On the other hand, logistic regression, despite some 

improvement with cross-validation (accuracy of 99.1%), remains the least efficient model, especially when dealing with 

unbalanced data, where its accuracy was only 77.07% without cross-validation. Thus, random forest showed the best results 

in terms of accuracy and stability, both with and without cross-validation, making it the preferred choice for classifying 

attacks in IIoT. The introduction of cross-validation significantly improves the results of all models, confirming the 

importance of this approach to enhance the generalizability and reliability of predictions in such tasks. 

limitations when working with highly imbalanced data. 

Based on the results obtained, my future research will focus on the following areas: 

 1. Utilizing more complex deep learning models, such as Convolutional Neural Networks (CNN) and Recurrent Neural 

Networks (RNN), to improve accuracy and the ability to detect hidden and complex patterns in the data, which will enhance 

the detection of new attack types. 

2. Exploring multi-task and multi-class classification approaches, which will allow for the analysis of not only the attack 

type but also its intensity, creating more flexible and precise protection systems. 

Therefore, my further research will be directed towards developing more advanced and effective methods for protecting 

IIoT infrastructure using state-of-the-art machine learning and deep learning technologies. This will significantly improve 

the accuracy and adaptability of security systems, as well as enhance their resilience to new threats and attacks. 
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