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Abstract 

In this paper, an analytical study explores the upcoming threat of social engineering attacks that will be presented. A 

comprehensive comparison among various types of social engineering, including phishing, spear phishing, vishing, 

pretexting, baiting, and impersonation, will be discussed in this study, highlighting their psychological manipulation tactics, 

increasing sophistication, and distinct operational dynamics. Historical data from 2016 to 2024 were analyzed to predict 

future trends and to reveal a significant rise in both the frequency and financial losses associated with these attacks. The study 

emphasizes the importance of human-centered mitigation strategies, particularly employee training programs combined with 

clear-cut security protocols, which could substantially reduce the success of attacks. In addition, in this paper, technical 

defenses such as domain monitoring and advanced fraud detection will be examined. The results also indicated that a multi-

layered defense strategy that incorporated both technological solutions and human awareness could reduce social engineering 

incidents by up to 75%. Key insights from the study into the evolving landscape of cyber threats emphasized the need for 

continuous investment in comprehensive security measures. 
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1. Introduction 

Social engineering attacks have emerged as one of the most common and alarming threats in modern cybersecurity [1, 

2]. These attacks depend on the manipulation of human behavior rather than exploiting technical vulnerabilities. In this 

context, attackers use psychological tricks to deceive individuals into revealing confidential information, bypassing security 

measures, or taking actions that harm the organization or themselves. Social engineering is often referred to as the “art of 

human hacking” because it targets the weakest link in the security chain: people [3, 4]. 

In recent years, social engineering attacks have increased dramatically, with attackers refining and adapting their methods 

to exploit human emotions, such as fear, trust, and curiosity. According to a report by the FBI’s Internet Crime Complaint 

Center (IC3), social engineering schemes, including phishing, spear phishing, and business email compromise (BEC), caused 

losses of over $2.7 billion in 2020 alone [5]. Phishing remains the most common and most harmful type of social engineering 

attack, representing 68% of reported breaches in 2020, as revealed in Verizon's Data Breach Investigations Report (DBIR) 

[6]. These statistics emphasize the importance of the threat and underscore the need for vigilance in the practice of 

cybersecurity. Figure 1 represents some statistics about phishing attack distribution across various industries in all countries, 

Europe, and Asia, respectively, in 2022-2023 [7]. 

 

 

 
Figure 1. 

Top 10 industries targeted by phishing attacks in USA, Europe, Asia, Africa. 
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Figure 2. 

Top 10 Phishing attack victims by industry in all countries, in Europe, and Asia [7]. 

 

Cybercriminals often use social engineering when technical defenses are too strong, using deception to bypass security 

measures that software and hardware alone cannot prevent. Without appropriate training and awareness, the most secure 

networks remain vulnerable, as the attackers rely on trust, urgency, and psychological manipulation to achieve their goals. 

Effective defense against these attacks requires continuous education and vigilance [8-10]. Social engineering attacks are 

often successful because they prey on natural human tendencies, such as the desire to be helpful, the need for social 

connection, or the fear of missing out. In many situations, individuals are unaware of the risks or feel that they are immune 

to such attacks [11]. The rapid advance of technology and the increasing sophistication of the attackers, however, have made 

it clear that no one is immune to these tactics. Even well-trained professionals and cybersecurity experts may fall victim to a 

well-crafted social engineering attack [12]. 

Phishing is the most widespread and effective form of social engineering, responsible for 36% of global data breaches 

[12], with over 3.4 billion phishing emails being sent every day [13]. Spear Phishing, a more targeted approach, increases its 

success rates by using personal information from various sources to create more compelling messages [14]. This tactic played 

a key role in the 2016 Democratic National Committee breach [15, 16] and comprised 65% of all targeted cyberattacks. In 

2022 alone, phishing attacks caused an estimated $44 billion in worldwide financial losses [16, 17], which emphasizes their 

devastating impact. 

Other social engineering tactics also contribute in the raise of cybersecurity threats: Pretexting, responsible for 27% of 

social engineering incidents [18, 19] while Baiting, another common tactic, allows unauthorized individuals to gain physical 

access to restricted areas, studies show that 70% of employees open doors to strangers without checking credentials [20]. 

The total cost of social engineering attacks continues to rise, with an estimated 255 M incidents occurring annually, 

resulting in global damages in excess of $6 trillion [21-23]. As these attacks can bypass traditional cybersecurity defenses 

and they can be detected but not stopped. Organizations must prioritize security awareness training, policy enforcement, and 

multi-layered authentication to mitigate the risks [17, 18]. 

To the best of our knowledge, all previous works did not take into consideration the dynamic and evolving nature of 

cybersecurity threats when modeling attack trends. The predictive model is excessively dependent on historical data and 

presumes that past patterns will persist indefinitely. However, this approach may overlook emerging attack vectors, e.g., AI-

driven phishing and the continuous adaptation of defense mechanisms. Additionally, external factors, like global events or 

economic crises, may influence attack trends but are not typically taken into consideration. 

The contributions of this paper as follows: 

• explores the upcoming threat of social engineering attacks 

• emphasizes the importance of human-centered mitigation strategies, particularly employee training programs 

combined with clear-cut security protocols, which could substantially reduce the success of attacks. 

• A technical defense, such as domain monitoring and advanced fraud detection, will be critically examined. 

This paper is organized as follows. A comprehensive Overview of Social Engineering Attacks in Section 2. Section 3 

shows the Predicting Social Engineering Attacks. The concluding remarks are summarized in Section 4. 

 

2. A Comprehensive Overview of Social Engineering Attacks 
Phishing is the highest and most threatening social engineering technique, with an estimated 1.1 trillion phishing emails 

sent and 80-85% of such events occurring each year. Phishing normally involves criminals posing as trusted organizations in 

email campaigns that try to harvest login credentials, passwords, and credit card information. Recent studies recognize 

phishing campaigns that use highly sophisticated techniques, including machine learning, which allows targeting of 
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individuals based on social media and public source intelligence. Phishing-as-a-service offerings also ease the execution of 

large campaigns by low-skilled criminals. Phishing has been found to be the source of more than 70% of social engineering 

breaches and highlights the importance of cybersecurity controls such as email filtering, multi-factor authentication, and user 

training in reducing the threat of credential theft, monetary fraud, and malware infection [19, 20, 24]. 

Spear phishing is a specialized phishing that encompasses 10-15% of the phishing activities. This is in contrast with 

general phishing, which has a mass effect of the net; spear phishing has a particular individual company with highly 

individualized data that has been collected through social media and public directories. This raises the threat of spear phishing 

substantially, particularly within the contexts of the environments of the Business Email Compromise (BEC), company 

espionage, and monetary fraud. Public breaches such as the 2020 hack of social media company Twitter demonstrate how 

the attacker expends a great effort of customizing convincing messages that demonstrate the exploitation of organizations' 

trusting behavior with catastrophic breaches such as the stealing of valuable data and intellectual capital and monetary loss. 

The threat of spear phishing can be eased with the use of multiple factors of authentication (MFA), frequent phishing 

simulation tests, and the improvement of cybersecurity training among employees in confirming suspicious communications, 

even if they appear to be sent by trusted sources [16, 23, 25]. 

As attackers diversify their social engineering tactics, voice phishing, or vishing, has become increasingly prevalent. 

Vishing typically involves cybercriminals impersonating legitimate entities like banks, government agencies, or service 

providers over the phone to steal sensitive information or commit fraud. Although vishing accounts for around 5-7% of social 

engineering attacks, with approximately 30 M attempts annually according to Symantec's 2023 Internet Security Threat 

Report [25], it remains highly effective. Attackers often exploit emotions like fear, urgency, and trust to manipulate victims. 

The rise of deepfake technology and voice synthesis tools has further heightened this threat, enabling attackers to mimic 

trusted voices with alarming accuracy, making it difficult for victims to discern legitimate calls from fraudulent ones [26]. 

Vulnerable individuals, particularly the elderly or those unfamiliar with digital security, are prime targets. To mitigate the 

risks, experts recommend verifying unsolicited calls, using caller-ID verification systems, and encouraging victims to directly 

contact the organization for confirmation [27]. 

Pretexting is a threatening social engineering technique that involves the attacker fabricating a situation that will induce 

the victims to reveal sensitive information. Compared with spear phishing that involves customized deception, pretexting 

involves deception of the subject that they are helping an authority such as a bank officer, a policeman officer, or a company 

executive officer. It constitutes 5% of social engineering attacks with an estimated 500,000 occurrences per year [27, 28]. 

The threat of pretexting comes with the attacker’s power of preparation of a convincing situation with the help of the 

availability of the subject’s background and targeting individuals with privileges such as the HR, the finances, and the IT 

departments [28, 29]. This constitutes a major threat within organizations because the attacker employs trusted connections 

and insider information. Organizations require rigorous verification procedures, limit the availability of sensitive information, 

and train employees in the detection of suspicious queries in an effort to curtail the threat. The availability of social 

engineering toolsets that simplify the automation of the construction of a pretext further increases the threat. 

Social engineering with the help of quizzes and surveys poses a nascent threat, specifically on social media sites, with 

hackers launching apparently harmless quizzes and surveys with the intention of extracting individual information. The 

attacks take advantage of the curiosity and need for entertainment of the victims and comprise 1-2% of social engineering 

attacks [28, 30, 31]. Though not as powerful compared to other social engineering techniques, they can be incredibly useful 

in making users reveal sensitive information that will be subsequently used in further identity stealing or specialized attacks 

such as spear phishing. The attacks often take the route of merging with the use of data harvesting techniques, wherein the 

attacker collects individual details of multiple victims and targets them specifically in the future with the collected details. 

Users need to be educated against this with the help of educating users regarding the dangers of releasing individual 

information online and modifying the social media privacy options in a manner that reduces the visibility of individual data. 

 Tailgating, or piggybacking, is a physical social engineering attack in which an attacker follows an authorized person 

into a restricted area. Tailgating does not take place with the same regularity as computer-aided assaults but does present a 

threat that organizations with lax physical controls need to take cognizance of. Tailgating forms 1-2% of social engineering 

attacks [29, 32], yet it has the potential to prove a disastrous threat that results in the stealing of information and system 

compromise. This attack normally results from unprotected doors and poor access controls. Organizations should institute 

strict entry controls, such as the use of a system of access based on biometrics, and sensitize employees against admitting 

unauthorized persons into secured environments [16, 33]. 

Impersonation attacks, also termed CEO fraud, take the form of an attacker mimicking a legitimate authority figure such 

as a CEO or a top executive in order to influence employees into making insecure decisions that put security at risk. The 

typical scenario of such an attack comes in the form of an email or a call and involves requesting the transfer of funds, giving 

away login credentials, or releasing sensitive information. The impersonation attack forms a part of an estimated 3-5% of 

social engineering occurrences [30, 31] and poses a threat because it involves the exploitation of organizational hierarchy 

with employees willing to follow directions from an authority figure they perceive they know and respect [16, 32-34]. This 

fraud has the power to cause great monetary loss and a company’s reputational blowback. Organizations need clear-cut rules 

of communication, particularly regarding monetary transactions and a culture of requesting checks before making crucial 

decisions. Security training sessions need to be a regular part of an organizational culture in order to minimize this threat. 

While the audience and the techniques of the various social engineering attacks may be disparate the underlying factor 

among them lies in manipulation of the human mind. Because the attacker will be refining and updating the techniques of 

execution the problem lies with the organizations and the individuals in overcoming them at it with a comprehensive approach 
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toward cybersecurity that combines technical know-how with the human factor of watchfulness. Table 1, providing a 

comparison of such attacks, has a comprehensive overview of how they unfold and the threat that they create. 

Table 2 and Figure 2 show that social engineering attacks increased almost fourfold from over 2.78 billion in 2016 to an 

estimated 10.56 billion in 2024. Correspondingly, the financial losses of these attacks grew from $2.13 billion in 2016 to 

$12.60 billion in 2024 [34, 35], which is a more than sixfold increase as depicted by Table 3 and Figure 2. 

Phishing remains the most prevalent and impactful social engineering attack with incidents increasing steadily from 1.5 

billion in 2016 to 5.5 billion in 2024, consistently contributing the largest share of total incidents. Phishing-related financial 

losses increased from $1.2 billion in 2016 to over $4.5 billion by 2024 [35, 36]. 

While Spear phishing is less common than general phishing, its incidents raised from 500 M in 2016 to 1.5 billion by 

2024. Losses from spear phishing had been increased from $500 M in 2016 to $3.5 billion by 2024. BEC scams have become 

particularly costly, with global losses from these attacks exceeding $26 billion over the past five years [36-38]. 

Incidents of vishing have also have shown a linear growth from 250 M in 2016 to 650 M in 2024, showing the increasing 

use of voice communication channels for fraudsters. Vishing also has led to losses of $800 M by 2024, up from $200 M in 

2016. As more individuals conduct financial transactions and verification processes over the phone, vishing remains to be a 

major threat, especially as attackers use social engineering to access sensitive financial data [21, 31]. 

Pretexting, although less common than other social engineering attacks, has also showed an upward trend had grown 

from 100 M incidents in 2016 to an estimated 190 M by 2024. Although the financial losses from pretexting are smaller 

compared to phishing or spear phishing but they are still significant with losses raised from $50 M in 2016 to $160 M in 2024 

[39]. 

Baiting and quizzes/surveys have shown significant increases in both incidents and financial losses. From 2016 to 2024, 

baiting incidents grew from 30 M to 70 M, while quizzes/surveys rose from 50 M to 110 M and with the rise of social media 

and online platforms, these attacks are expected to grow, especially targeting individuals who participate in quizzes or 

contests. Financial losses from baiting and quizzes/surveys raised from $10 M and $20 M in 2016 respectively, to $50 M and 

$90 M by 2024 [37, 40, 41]. 

Tailgating and impersonation have shown significant increases in incidents over the years, where tailgating incidents 

had raised from 150 M in 2016 to 230 M in 2024, while impersonation incidents had grown from 200 M to 310 M in the 

same period. these attacks had caused substantial financial losses, reaching $160 M from tailgating and $300 M from 

impersonation by 2024 [36, 42, 43]. 

The total incidents of social engineering attacks have shown a remarkable rise, from 2.78 billion in 2016 to an estimated 

10.56 billion in 2024. This rise not only reflects the technological advancement of the attackers but also the increased attack 

vectors due to increased digitalization, especially with the COVID-19 pandemic and the increased pace of remote working 

and online activities [41, 43]. Correspondingly, financial losses from these attacks exceeded $12.6 billion in 2024, showing 

an ever-increasing financial loss of cybercrime (see Figure 3). 

 
Table 1. 

Overview of Social Engineering Attack Types: Principles, Severity, and Common Tactics. 

Attack Type Principle Severity Widespread Victims 
Common 

Tactics 

Phishing 

Fraudulent emails mimic 

legitimate entities to lure 

victims into revealing 

personal information. 

High: Can lead to 

malware infections, 

financial fraud, and 

identity theft. 

Extremely 

widespread: 

Over 1.1 

trillion emails 

annually. 

Individuals and 

organizations, 

especially those 

with poor email 

security 

practices. 

Urgency, 

fear, 

authority, 

impersonatio

n, fake 

attachments. 

Spear Phishing 

A targeted form of 

phishing where the 

attacker uses personal 

details about the victim to 

create convincing emails. 

Very high: Can lead 

to high-profile 

breaches, financial 

loss, and reputation 

damage. 

Widespread in 

corporate 

settings, but 

less common 

than general 

phishing. 

Employees of 

organizations, 

particularly 

high-level 

executives 

(CEO fraud). 

Personalizatio

n, exploiting 

organizationa

l roles and 

relationships. 

Vishing 

Attackers impersonate 

legitimate entities through 

phone calls to obtain 

personal information. 

High: Can lead to 

identity theft, 

financial fraud, and 

unauthorized access. 

Growing: 

Increasingly 

common with 

advances in 

voice synthesis 

technology. 

Individuals, 

especially those 

who are less 

familiar with 

phone scams, 

such as the 

elderly. 

Urgency, 

emotional 

manipulation 

(fear, trust), 

impersonatin

g trusted 

organizations. 

Pretexting 

The attacker creates a 

fabricated scenario to gain 

information, often 

impersonating an 

authority figure. 

High: Can result in 

identity theft, 

unauthorized access, 

and financial loss. 

Moderate: 

Less common 

than phishing 

but significant 

in targeted 

attacks. 

Individuals with 

access to 

sensitive 

information 

(e.g., HR, 

finance). 

Fabricated 

stories, 

authority-

based 

manipulation. 
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Baiting 

Victims are enticed with 

something attractive (free 

software, rewards) in 

exchange for personal info 

or actions. 

Moderate: Can result 

in malware 

infection, data theft, 

and system 

compromise. 

Widespread on 

the internet: 

Common 

through pop-

ups or 

malicious 

downloads. 

Individuals 

looking for deals 

or free items, 

often online 

users. 

Attractive 

offers, 

malware-

laden 

downloads, 

and physical 

devices like 

infected 

USBs. 

Quizzes/Surve

ys 

Fake quizzes or surveys 

are created to gather 

personal information, 

often shared voluntarily 

by victims. 

Moderate: Can be 

used for identity 

theft or to launch 

targeted attacks. 

Common on 

social media 

platforms, viral 

quizzes. 

Social media 

users, typically 

younger, curious 

individuals. 

Curiosity, 

social media 

engagement, 

viral content. 

Tailgating 

The attacker follows an 

authorized person into a 

restricted area without 

proper access credentials. 

Moderate: Can result 

in unauthorized 

physical access and 

potential data theft. 

Less common 

in comparison 

to digital 

attacks, but it is 

a growing 

concern in 

corporate 

settings. 

Employees, 

contractors, and 

anyone with 

access to 

physical areas. 

Physical 

proximity, 

distraction, or 

manipulation 

of security 

guards. 

Impersonation 

The attacker poses as 

someone of authority 

(e.g., CEO, senior 

executive) to manipulate 

others into disclosing 

confidential information. 

Very high: Can lead 

to financial loss, 

reputation damage, 

and security 

breaches. 

Moderate: 

Often used in 

business email 

compromise 

(BEC) and 

fraud. 

Employees, 

especially those 

in financial or 

decision-making 

roles. 

Authority 

manipulation, 

trust 

exploitation. 

 
Table 2. 

Estimated Annual Incidents (from 2016 to 2024). 

Type of Social 

Engineering 

Attack 

2016 2017 2018 2019 2020 2021 2022 2023 2024 

Phishing 1.5 B+ 2.0 B+ 2.6 B+ 3.0 B+ 3.4 B+ 4.0 B+ 4.5 B+ 5.0 B+ 5.5 B+ 

Spear Phishing 500 M+ 600 M+ 700 M+ 800 M+ 1.0 B+ 1.2 B+ 1.3 B+ 1.4 B+ 1.5 B+ 

Vishing 250 M+ 300 M+ 350 M+ 400 M+ 450 M+ 500 M+ 550 M+ 600 M+ 650 M+ 

Pretexting 100 M+ 120 M+ 130 M+ 140 M+ 150 M+ 160 M+ 170 M+ 180 M+ 190 M+ 

Baiting 30 M+ 35 M+ 40 M+ 45 M+ 50 M+ 55 M+ 60 M+ 65 M+ 70 M+ 

Quizzes/Surveys 50 M+ 55 M+ 60 M+ 70 M+ 80 M+ 85 M+ 90 M+ 100 M+ 110 M+ 

Tailgating 150 M+ 160 M+ 170 M+ 180 M+ 190 M+ 200 M+ 210 M+ 220 M+ 230 M+ 

Impersonation 200 M+ 220 M+ 240 M+ 260 M+ 270 M+ 280 M+ 290 M+ 300 M+ 310 M+ 

Total Incidents 2.78 B+ 3.52 B+ 4.31 B+ 4.89 B+ 5.57 B+ 6.48 B+ 7.53 B+ 8.87 B+ 10.56 + 
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Table 3. 

Estimated Annual Money Loss (USD, from 2016 to 2024). 

Type of Social 

Engineering 

Attack 

2016 2017 2018 2019 2020 2021 2022 2023 2024 

Phishing 
$1.2 B+ $1.5 B+ $2.0 B+ $2.4 B+ $2.8 B+ $3.2 B+ $3.5 B+ $4.0 

B+ 

$4.5 

B+ 

Spear Phishing 
$500 M+ $700 M+ $900 M+ $1.2 B+ $1.5 B+ $2.0 B+ $2.5 B+ $3.0 

B+ 

$3.5 

B+ 

Vishing  
$200 M+ $250 M+ $300 M+ $350 M+ $400 M+ $500 M+ $600 M+ $700 

M+ 

$800 

M+ 

Pretexting 
$50 M+ $60 M+ $70 M+ $80 M+ $100 M+ $120 M+ $130 M+ $150 

M+ 

$160 

M+ 

Baiting 
$10 M+ $15 M+ $20 M+ $25 M+ $30 M+ $35 M+ $40 M+ $45 

M+ 

$50 

M+ 

Quizzes/Surve

ys 

$20 M+ $25 M+ $30 M+ $40 M+ $50 M+ $60 M+ $70 M+ $80 

M+ 

$90 

M+ 

Tailgating 
$50 M+ $60 M+ $75 M+ $90 M+ $100 M+ $120 M+ $130 M+ $150 

M+ 

$160 

M+ 

Impersonation 
$100 M+ $120 M+ $150 M+ $180 M+ $200 M+ $240 M+ $250 M+ $270 

M+ 

$300 

M+ 

Total Money 

Loss 

$2.13 B+ $2.73 B+ $3.55 B+ $4.36 B+ $5.88 B+ $7.30 B+ $8.55 B+ $10.4

7 B+ 

$12.60 

B+ 

 

 
Figure 2. 

Estimated Annual Incidents (from 2016 to 2024). 
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Figure 3. 

Estimated Annual Money Loss (USD, from 2016 to 2024). 

 

 
Figure 4. 

Incidents vs. Money Loss (2016-2024). 

 

3. Predicting Social Engineering Attacks 
Predicting the total incidents and total money loss from social engineering attacks for the years 2025 to 2030 is critical 

for organizations to manage risks, allocate resources effectively, and stay ahead of evolving threats. By forecasting the 

frequency and financial impact of attacks like phishing, vishing, and pretexting, businesses can anticipate emerging trends 

and proactively enhance cybersecurity measures, including training, incident response plans, and defensive technologies. 

Accurate predictions also help in correct budgeting, policy adjustments, refining threat intelligence, and assessing insurance 

risks. These predictions are informed by historical data and trends; however, their reliability is dependent on external factors, 

such as the evolution of methods of attack or defense. however, it provides the necessary insight into what organizations 

should do to strengthen their defenses and reduce their exposure to social engineering attacks. To project the Total Incidents 

and Total Money Loss of social engineering attacks for 2025-2030, we utilized a linear growth estimation method and average 

annual growth rates, which we derived from the historical data for the years 2016-2024 (see Table 4 and Figure 5). The 

growth rates are then applied to make future year projections. 

 
Table 4. 

Average Annual Incidents and Financial Losses from Social Engineering Attacks. 

Type of Social Engineering Attack 2016 2017 2018 2019 

Phishing 3.4 B 70% $9.1 B 39% 

Spear Phishing 1 B 15% $6.5 B 28% 

Vishing 300 M 5% $2.0 B 8% 

Pretexting 150 M 3% $1.1 B 5% 

Baiting 100 M 2% $300 M 1% 

Quizzes/Surveys 50 M 1% $100 M 1% 

Tailgating 10 M 2% $150 M 1% 

Impersonation 20 M 2% $3.0 B 17% 

Total Incidents ≈5.1 B 100% ≈$22.3 B 100% 

 30-35% of total cyber attacks    

 

0

2

4

6

8

10

12

14

2016 2017 2018 2019 2020 2021 2022 2023 2024

B
ill

io
n

s

Incidents vs. Money Loss (2016-2024)

Money Loss Incidents

2 per. Mov. Avg. (Money Loss) 2 per. Mov. Avg. (Incidents)



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 115-129
 

123 

 
Figure 5. 

Average Annual Incidents and Financial Losses from Social Engineering Attacks. 

 

The predictions are built on the following equations: 

1. Predicted Incidents for Year Y: 

𝑃𝑌 = 𝐼𝑋 × (1 + 𝑟)                                                  (1) 

Where: 

− 𝑃𝑌 = Predicted Incidents for Year Y  

− 𝐼𝑋 = Incidents in Year X  

− 𝑟 = Annual Growth Rate 

 

2. Annual Growth Rate 

𝑟 =
𝐼𝑋 − 𝐼𝑌

𝐼𝑌

× 100                                             (2) 

Where:  

− 𝑟 = Annual Growth Rate  

− 𝐼𝑋 = Incidents in Year X  

− 𝐼𝑌 = Incidents in Year Y 

 

3. Predicted Money Loss for Year Y 

𝑃𝑀𝐿𝑌
= 𝑀𝐿𝑋 × (1 + 𝑟)                                (3) 

Where:  

− 𝑃𝑀𝐿𝑌
 = Predicted Money Loss for Year Y  

− 𝑀𝐿𝑋 = Money Loss in Year X  

− 𝑟 = Annual Growth Rate 

 

4. Annual Growth Rate (Money Loss):  

𝑟 =
𝑀𝐿𝑋 − 𝑀𝐿𝑌

𝑀𝐿𝑌

× 100                                       (4) 

Where: 

− 𝑟 = Annual Growth Rate  

− 𝑀𝐿𝑋 = Money Loss in Year X  

− 𝑀𝐿𝑌 = Money Loss in Year Y 

Once we have the growth rates for each type of attack, we apply them to the most recent year’s data to forecast the 

number of incidents and total financial losses for the upcoming years. 

The methodology clearly explains a somewhat limited approach to modeling constant growth, assuming historical data 

will continue. This might fail to capture the dynamic nature of cybersecurity, where new methods of conducting attacks, such 

as AI-driven phishing, or changes in defense technologies may shift trends. Other external factors might include changes in 

global events or economic crises. Additionally, this model does not take into account the new attack types or mitigation 

efforts, such as training or improved systems, that could reduce attack effectiveness. Considering the limitations, such 

predictions are going to be valuable in helping an organization plan for future risks, alter cybersecurity strategies, and 

effectively use resources. 

The results from the predictions (see Table 5 and Table 6) show a consistent and substantial rise in both Total Incidents 

and Total Money Loss due to social engineering attacks from 2025 to 2030.  Phishing continues to hold the leading position 
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in contributing incidents and financial loss; thus, it maintains the top slot on the basis of the highest incident factor and 

financial loss factor [38, 44, 45]. Accordingly, there will be an increase in phishing incidents linearly from 6.0 billion in 2025 

to 8.5 billion in 2030, marking it as one of the top threats for organizations in 2030 that must grapple with improvements in 

security over email and among employees [46-52]. 

The total financial loss due to phishing is also huge and is expected to rise from $5.00 billion in 2025 to $7.05 billion in 

2030. This shows the financial impact of phishing attacks, considering that they are widespread and their perpetration has a 

very low barrier to entry. Based on the FBI's Internet Crime Report, phishing continues to be a top cause of financial loss in 

the cybercrime world, as criminals rely increasingly on sophisticated methods, including phony e-mails, websites, and 

attachments [46, 47, 53]. 

Spear phishing incidents and financial losses are also growing, taking a close second. Predictions of a surge in spear 

phishing from 1.625 billion in 2025 to 2.25 billion in 2030, with financial losses surging from $4.0 billion in 2025 to $5.88 

billion in 2030, explain why highly personalized attacks are an increasing threat [21, 38, 54]. 

Vishing, while growing, speaks to a significantly smaller number of incidents in total compared to both phishing and 

spear phishing, from 0.7 billion in 2025 to 0.95 billion in 2030, which indicates that voice social engineering is growing. 

Financial losses attributed to vishing will similarly increase from $0.875 billion in 2025 to $1.25 billion in 2030 due to an 

increased degree of voice fraud caused by AI-generated voices [21, 38, 55]. 

Meanwhile, other variants of social engineering attacks, such as pretexting, baiting, and impersonation, will also continue 

to rise, but at a slower pace. These will drive incidents and financial losses hard, but phishing and spear phishing will still be 

the driver of the majority of growth in both [21, 38, 47, 56]. 

 
Table 5. 

Predicted Total Incidents (2025-2030). 

Type of Attack 2025 (B) 2026 (B) 2027 (B) 2028 (B) 2029 (B) 2030 (B) Total (2025-2030) 

Phishing 6.00 6.50 7.00 7.50 8.00 8.50 43.50 

Spear Phishing 1.625 1.75 1.875 2.00 2.125 2.25 11.625 

Vishing 0.70 0.75 0.80 0.85 0.90 0.95 4.95 

Pretexting 0.20 0.21 0.22 0.23 0.24 0.25 1.35 

Baiting 0.08 0.085 0.09 0.095 0.10 0.105 0.55 

Quizzes/Surveys 0.12 0.13 0.14 0.15 0.16 0.17 0.87 

Tailgating 0.24 0.25 0.26 0.27 0.28 0.29 1.59 

Impersonation 0.32 0.335 0.35 0.365 0.38 0.395 2.125 

Total 9.56 10.06 10.92 11.59 12.15 12.85 66.65 

 
Table 6. 

Predicted Total Money Loss (2025-2030) (USD in Billion). 

Type of Attack 2025 (B$) 2026 (B$) 2027 (B$) 2028 (B$) 2029 (B$) 2030 (B$) Total (2025-2030) 

Phishing 5.00 5.41 5.82 6.23 6.64 7.05 35.15 

Spear Phishing 4.00 4.38 4.75 5.13 5.50 5.88 29.64 

Vishing 0.875 0.95 1.025 1.10 1.175 1.25 6.375 

Pretexting 0.17 0.18 0.19 0.20 0.21 0.22 1.17 

Baiting 0.06 0.065 0.07 0.075 0.08 0.085 0.435 

Quizzes/Surveys 0.14 0.15 0.16 0.17 0.18 0.19 0.99 

Tailgating 0.28 0.29 0.30 0.31 0.32 0.33 1.83 

Phishing 5.00 5.41 5.82 6.23 6.64 7.05 35.15 

Impersonation 0.36 0.39 0.42 0.45 0.48 0.51 2.61 

Total 10.90 11.88 12.94 13.41 14.06 14.88 78.05 
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Figure 6. 

Average Annual Incidents and Financial Losses (2024-2030). 

 

According to various research, using simulated phishing testing and real-life case studies to educate employees of 

organizations can drastically reduce phishing incidents by 60% to 90% [1, 53, 57] accordingly, trained employees to 

recognize suspicious communications decrease the chances to be victimized by phishing, thus drastically reducing overall 

successful attacks [54, 58, 59]. 

Clearly outlined and implemented security policies can dramatically minimize the occurrence of social engineering 

incidents. For instance, it could be provided that any request involving sensitive data must be strictly verified using certain 

procedures. These impersonation attacks and pretexting are reduced to as low as 50 to 80 percent when the employees are 

made to confirm requests through established protocols, such as callback systems for phone-based requests [2, 60]. This, in 

turn, further protects against the risks of both pretexting and baiting, Moreover, data-sharing protocols that ban the use of 

insecure channels, such as email or text messages, will decrease the occurrence of these attacks by 50% to 70% [46, 61]. 

Multi-factor authentication is an important tool to use against unauthorized access, especially in phishing and vishing. 

Even in the case where an attacker successfully retrieves an employee's password via phishing, for example, MFA ensures 

that they cannot access sensitive information without the second layer of authentication. Combining MFA with the access 

control policies based on the principle of least privilege, according to different scholars, may reduce the risk of a successful 

attack by 50-75% [55, 56, 62].  

The technological approach, on the other hand, incorporates an email filtering solution with domain monitoring. Of 

course, advanced e-mail security will find and block phishing messages; hence, phishing cannot even land with employees. 

Organizations can also use domain monitoring tools to detect lookalike domains used by attackers to impersonate legitimate 

businesses. With these tools in place, phishing attacks can be reduced by 60% to 90% [57, 63]. Additionally, training 

employees to avoid clicking on links or downloading attachments from unknown sources can lead to a 70% reduction in 

phishing success rates [58, 64]. 

These situations will, in particular, call for an implementation of security measures in respect of tailgating or 

impersonation at physical points of access. Instituting various protocols like having visitors log in, provide an identifying 

badge, and be escorted throughout secure areas have been reported to decrease unauthorized access by 60-80% in some cases 

[59, 60, 65]. These, in addition to access control systems such as biometric authentication, prevent an attacker from gaining 

physical access by using social engineering. Finally, there is the risk from third-party vendors. An attacker usually looks for 

the weakest link in the supply chain, where controls may be weaker, such as contractors or vendors. By requiring third-party 

vendors to adhere to the same security protocols, conducting regular security audits, and educating vendors about social 

engineering threats, organizations can reduce the likelihood of third-party compromises by 40% to 70% [61, 65-67]. This 

ensures that the security of external partners does not become a vulnerability. 

The net risk reduction in social engineering incidents, for a comprehensive defense strategy that would include employee 

training, good security policies, multi-factor authentication, and email and physical security measures, would be from 50% 

to 75%. A blend of technology and human-centric strategies enables an organization to considerably reduce the success rate 

of phishing, vishing, pretexting, baiting, and other forms of social engineering attacks, protecting sensitive data and their 

overall security posture (see Table 7). 
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Table 7. 

Predicted Total Money Loss (2025-2030) (USD in Billion). 

Mitigation Strategy Estimated Reduction in Incidents 

Employee Training (Phishing Simulations, Awareness Programs) 60%–90% 

Strict Verification Processes (Pretexting, Impersonation) 50%–80% 

Multi-factor Authentication (Phishing, Vishing, Unauthorized Access) 50%–75% 

Email Security Filters and Domain Monitoring (Phishing) 60%–90% 

Access Control & Physical Security (Tailgating, Impersonation) 60%–80% 

Third-Party Vendor Security (Supply Chain Risks) 40%–70% 

Cryptographic Measures (Baiting, Data Breaches) 40%–70% 

Social Media Privacy Awareness (Exploitation via social media) 30%–60% 

Deception Technologies (Honeypots, Early Detection) 30%–50% 

Overall Reduction in Social Engineering Incidents 50%–75% 

 

 
Figure 7. 

Predicted Decrease in Social Engineering Incidents (2025–2030) before and After Applying Mitigation Strategies. 

 

Table 8 and Figure 6 represent a projection of incidents of social engineering from 2025 to 2030, adjusted for the effect 

of various mitigation strategies applied to different attack types. These are strategies that would include employee training, 

multi-factor authentication, email filtering, and physical security controls, to name a few, to reduce the incidents significantly. 

We note from Table 7 that there is a significant drop in all the various kinds of social engineering attacks after mitigation. 

For instance, phishing, traditionally one of the most prevalent forms of social engineering, is reduced by about 90% from its 

original projected number, falling to 0.60 billion incidents in 2025. Another highly prevalent attack, spear phishing, is reduced 

by 30%, leading to 1.14 billion incidents in 2025, showing a smaller reduction but still significant. 

Other attack types, like vishing and pretexting, also see significant decreases: vishing has been reduced by 50% down to 

0.35 billion in 2025, while pretexting, a niche form of social engineering, sees a reduction of 70%, to 0.14 billion in 2025. 

The total incidents, attacking all types, would be 3.49 billion by 2030, even with the reductions. This represents an 

important decrease compared to initial predictions, but the numbers still denote the fact that social engineering is of huge 

importance regarding cybersecurity challenges. Such findings emphasize the need for continual investment in cybersecurity 

training and security technologies that can mitigate such risks, considering the continuous evolution of techniques employed 

by attackers. 

This agrees with the state of cybersecurity research, which proves that while mitigative strategies may provide a fair 

chunk in impacting such eventualities, resilience in cybersecurity definitely depends on the continuance of adopting new 

tactics from malicious actors [67-69]. Future advances in AI-based phishing detection and behavior analysis would then 

further enhance such mitigation efforts to reduce these numbers even more effectively in the next few years. 
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Table 8. 

Predicted Decrease in Social Engineering Incidents (2025–2030) After Applying Mitigation Strategies (in Billions). 

Type of Attack 2025 (B) 2026 (B) 2027 (B) 2028 (B) 2029 (B) 2030 (B) 

Phishing 0.60 0.65 0.70 0.75 0.80 0.85 

Spear Phishing 1.14 1.23 1.31 1.40 1.51 1.68 

Vishing 0.35 0.38 0.40 0.43 0.45 0.48 

Pretexting 0.14 0.15 0.15 0.16 0.17 0.18 

Baiting 0.05 0.051 0.054 0.057 0.06 0.063 

Quizzes/Surveys 0.06 0.065 0.07 0.075 0.08 0.085 

Tailgating 0.12 0.125 0.13 0.135 0.14 0.145 

Impersonation 0.13 0.134 0.14 0.146 0.152 0.158 

Total Incidents 2.63 2.74 2.77 2.95 3.19 3.49 

 

4. Conclusion 

This research paper explores the growing threat of social engineering attacks that rely on psychological manipulation 

rather than technical exploitation by examining different types of attacks, such as phishing, spear phishing, spoofing, luring, 

and impersonation. The study highlights how cybercriminals are becoming increasingly sophisticated in exploiting human 

vulnerabilities. Using historical data from 2016 to 2024, the study projects a sharp increase in both the frequency and financial 

damage caused by these attacks. It emphasizes the need for a multi-layered defense approach, combining technology like 

domain monitoring and multi-factor authentication with human-focused strategies such as employee training and strict 

verification processes. The results showed that a well-designed mitigation strategy can reduce social engineering attacks by 

up to 75%, which further highlights the importance of continuous investment in cybersecurity. Additionally, the research 

found that although technology plays a crucial role, human awareness and training are the most powerful tools in countering 

these attacks. 

The study highlights how social engineering attacks are becoming more advanced and costly, targeting human 

psychology rather than technical flaws. Phishing, spear phishing, and vishing continue to dominate, with financial losses 

expected to surpass $12.6 billion by 2024. While tools like multi-factor authentication and email filtering are vital, they aren’t 

enough on their own. Human errors are still the biggest vulnerability, which is why it is imperative for organizations to invest 

in comprehensive employee training and robust verification processes. 

To effectively counter these threats, organizations should adopt a multi-layered defense strategy that blends technology 

with human-focused measures. Systematic phishing simulations, awareness campaigns, and strict access controls can 

dramatically reduce the success rate of these attacks. Advanced email security and domain monitoring tools can also help in 

detecting and preventing of phishing attempts before they reach the targets. On the physical side, measures such as biometric 

access systems and visitor management protocols are fundamental to prevent phishing and impersonation. 

Understanding the behavior and trends in social engineering attacks helps narrow down the selection of the appropriate 

machine learning model. Since different machine learning models (ML) operate on different principles, the right model must 

be chosen so that accurate predictions can be achieved. This is possible by adapting the dataset to the specific requirements 

of the selected model to improve the quality of the results. This ensures that the model is actually able to learn from attack 

methodologies for pattern recognition, thereby increasing the accuracy of the predictions, including those about emerging 

threats within social engineering. 

Looking ahead, future research should explore how AI and machine learning are being used both to enhance social 

engineering attacks and to develop better detection and mitigation methods. Organizations must remain vigilant, adaptable, 

and constantly update their cybersecurity strategies to keep up with evolving threats. By fostering a culture of security 

awareness and investing in solid defense mechanisms, businesses can better protect themselves against social engineering 

attacks and safeguard their sensitive data. 
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