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Abstract 

With the rapid development of the era of artificial intelligence, our lives have become more comfortable, and "face scanning" 

using facial recognition technology has become a new way of life. Facial recognition is a biometric technology that uses 

devices such as cameras to take photos containing faces, recognize faces in photos, and obtain information about facial 

features to match. Facial recognition technology belongs to a broad category of biometric technologies used by government 

and private institutions to identify people. The system includes the collection and recognition of facial images, extraction of 

key points, image processing, extraction of facial features, and comparison of facial recognition results. This article describes 

the advanced multiband Retinex algorithm, which allows processing images with uneven lighting and is integrated into the 

Yolov5 object detection pipeline. To evaluate this method, a dataset was collected from photographs of 3,045 students in 

various lighting scenarios with controlled changes in illumination achieved using a software light source. This method 

preserves image details and increases contrast, resulting in better detection accuracy while maintaining computational 

efficiency. The experimental results showed that the proposed approach can be more effective than traditional methods of 

obtaining images of faces in uneven lighting conditions. 
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1. Introduction  

Artificial neural networks are the most common and effective methods for image recognition. The human face 

recognition algorithm is based on mathematical calculations, and neural networks perform multiple calculations 

simultaneously. 

Facial recognition algorithms perform three main tasks: real-time image, video, or face recognition, and comparison of 

models in a training set or database for identification or identity verification. Over the past decade, there have been many 

new algorithms and groundbreaking research in deep learning, as well as new computer vision algorithms. 

The purpose of this study is to test an adaptive image optimization algorithm with nonlinear brightness correction based 

on the Retinex method to improve the accuracy of object recognition using the YOLOv5 model. The proposed algorithm 

aims to eliminate the influence of difficult lighting conditions (low lighting, uneven lighting, bright glare) on image 

processing and includes a method for improving image quality in preprocessing by a deep learning detector. 

This article describes the extended multi-band Retinex algorithm, which allows you to edit images with uneven lighting. 

Before processing using the multi-band Retinex algorithm, the image data is pre-processed by a non-linear transformation 

for uniform illumination. Since the face image contains a lot of textual information, it is difficult to characterize this 

information with sudden changes in lighting using traditional methods, so the accuracy of subsequent face recognition and 

the speed of the system are reduced [1-3]. 

In this article, we present an adaptive image optimization algorithm based on the Retinex nonlinear brightness correction 

method, which is integrated with the Yolov5 preprocessing process. This eliminates the effect of complex lighting and 

improves the accuracy of object recognition. The proposed algorithm has high computational efficiency, making it suitable 

for real-time tasks such as video surveillance systems, autonomous vehicles, and medical diagnostics. 

 

2. Literature Review 
Facial recognition is one of the most studied topics in the machine learning community. This technology is highly 

efficient and accurate and is used in many fields such as video surveillance, financial services, social media, and 

transportation. However, due to its effectiveness and ease of use, this technology also carries potential risks related to the 

protection of personal data and personal property. Protecting personal data from misuse is a serious issue that affects all 

segments of society, ensuring effective management of facial recognition technologies and a balance between the protection 

and use of personal data. 

For years, facial recognition has been studied by traditional methods [4-7]. And is currently being studied with new 

algorithms based on deep learning [8-13]. To improve the effectiveness of face recognition, mechanisms for normalizing 

model learning and heuristic models for detecting differences in facial features have been introduced. Li et al. [14] developed 

a method of multitasking discriminant analysis using a description of local features. Gong et al. [12] it was proposed to use 

latent factor analysis (HFA) for modeling the factor of signs and the decrease of age differences in identity-related signs. 

The problem of lighting, which is one of the main problems of modern facial recognition systems, has become an obstacle 

for many face recognition applications. Well-known facial recognition models have shown that significant changes in 

illumination can affect the performance of facial recognition algorithms. Several papers have been proposed, mostly divided 

into three categories [15]: preprocessing procedures and normalization of facial recognition algorithms, Brunelli and Poggio 

[16]; Wiskott et al. [17] and Manjunath et al. [18] approaches based on lighting modeling [19-21], and extraction of invariant 

features [22-25]. 

The article by Hong et al. [26] explores ways to reduce the effect of uneven lighting on the image, improving the 

sharpness and uniform brightness of the image. The ordinal ratio between the average brightness of pairs of image regions 

consistently determines the properties of local image scattering at different light levels. A local binary display is defined as 

a fixed illumination for face recognition based on a local binary pattern descriptor [27]. The article by Hong et al. [26] 

explores ways to reduce the effect of uneven lighting on the image, improving the sharpness and uniform brightness of the 

image. The authors considered the possibility of using 2D RGB images with medium aperture and maps of irregularities and 

depth obtained from a set of low-exposure images associated with a light field [28]. 

 

3. Materials and Methods 
Then the face is extracted, and the feature vector is compared with the feature vector in the database for identification. 

It collects information on a topic in real time using a local camera. Problems such as shifting the angle of the face and uneven 

light distribution may occur under the camera. Factors such as overexposure, blurred faces, dark faces, and backgrounds 

make it difficult to collect content. 

 

3.1. Video processing 

Direct testing of facial images using low-quality video shows more obvious errors, which significantly increases the 

error rate. Therefore, pre-processing is necessary to improve video quality and enhance facial features in order to better 

preserve facial information and increase the likelihood of successful facial recognition. 

 

3.2. The external factor 

The pre-created content is processed primarily by aligning the edges and enhancing the image. It is especially important 

that the direction of the face movement in the video is determined by the system. Regardless of whether the information about 

the face can be recognized or not, the camera must be sure that it fully recognizes the contours of the face and features of the 
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eyes, nose, mouth, etc. An object that is used as a landmark in face recognition, and based on this information, algorithms 

are created to determine the coordinates of the face. 

The study examined the effect of lighting changes on the quality of objects and facial recognition using a modified image 

enhancement method. To test the effect of the parameters on the reliability of the results of facial recognition algorithms, we 

chose the Python programming language with a library (NumPy library, OpenCV, Dlib, OpenFace).  We used the YOLOv5 

algorithm for face recognition. To create a face recognition instance model, we used the cvv2 function, face_recognition 

OpenCV API, and then used the function face_detector.py. The images were captured by a Hikvision DS-2CD1347G0-L 

digital IP camera in real time. The camera is equipped with a photosensitive 1/3-inch progressive scan CMOS sensor with a 

resolution of 4 megapixels and the ability to transfer images in the format of 2560 by 1440 pixels at a rate of 25 frames per 

second. 

For the experiment, a separate set of data was collected from photographs of 3,045 students. The data was collected 

under various indoor lighting conditions. Each participant was invited to take part in filming under different lighting 

conditions. A) weak light, imitating twilight; B) normal daylight; C) strong and bright light caused by directional lighting. 

The following values were used to evaluate the effectiveness of the Yolov5 algorithm: image processing speed and average 

absolute error. 

 

4. Results 
4.1. Retinex Algorithm 

According to the retinex theory, the brightness value of an image is the result of a combination of the ambient light 

component and the reflection component from the object's surface. In uneven lighting, the difference in brightness between 

neighboring areas of the image is significant, so a curved surface consisting of an ambient lighting component significantly 

changes the spatial area, which affects the image quality [29]. To improve image quality, the proposed algorithm uses a multi-

band retina to highlight the image's lighting components and perform adaptive brightness correction. The lighting component 

is usually a low-frequency part that can be extracted using a directional filtering algorithm. Compared to many edge-

preserving filtering algorithms, the directional filtering algorithm makes it possible to smooth the surface of the lighting 

element as much as possible, while preserving the image details around the edges [30, 31].  

The image I(x,y) can be expressed as follows: 

𝐼(𝑥, 𝑦) = 𝑅(𝑥, 𝑦) × 𝐿(𝑥, 𝑦) 

I(x,y) is the input image, L(x,y) is the light component, R(x,y) is the reflective component. Using I(x,y) as the image 

control function, the multiband filter direction function is used to filter the processing to ensure a balance between image 

smoothing and edge detail. The proposed method makes it possible to improve the detailing properties of complex low-

quality images by combining images, which allows them to be restored [32]. 

Due to the difficulties in estimating the brightness of an image in the Retinex algorithm, the image is first converted 

from the RGB color space to an increasing color space in low light. The brightness component (Y) is then extracted from the 

enlarged color space, and the original image is created when the light source is turned on. The selected image is processed 

using gamma correction to obtain an enhanced selected image. 

3 stages of the image illumination improvement algorithm were implemented: 1) converting a darkened surface image 

from RGB color space to YCbCr color space, and obtaining brightness components to create the original illuminated image 

R_1(x,y); 2) to obtain an improved illuminated image R_2(x,y); obtain an improved image L(x,y) according to the Retinex 

algorithm(Figure 1). 

 

 
Figure 1.  

The main mechanism of the algorithm. 

 

The face image is preprocessed, and then facial features are extracted. First, the face image was cut out of the photo 

using the coordinates of the face position. Then the estimated viewing angle was adjusted, and the next step was to normalize 

the image size to 640 x 640 pixels. Finally, the lighting quality of the image determined whether a fill light was needed. Face 

correction can effectively eliminate the effects of changing face position and lighting on face recognition (Figure 2). 

During facial recognition, the Faster RCNN model is loaded first [33]. The accuracy of the model tested on the LFW 

dataset is 99.05%, and the processor speed is 25 frames per second. Embedding with a dimension of 512 was used for face 

recognition. Face Net directly compares the face image with the Euclidean space to find the similarity of the images. The 

face image is then standardized, and the vector image of the face is extracted along with the model after the preprocessing is 

completed. 
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3.2. Adaptive Enhancement Algorithm with Nonlinear Brightness Correction  

Let's assume that the image size is 𝑀 ×  𝑁, and the grayscale level corresponds to L. We set the initial threshold 𝑇(𝑘) =
𝑘, 0 < 𝑘 < 𝑁 − 1. We use it to divide image pixels into two categories according to a threshold value, Kilicaslan, et al. [34] 

denoted as 𝐶1 and  𝐶2. The probability of selecting a pixel is: 

𝑃1(𝑘) = ∑ 𝑝𝑖
𝑘
𝑖=0                                                                                       (1) 

where, 𝑝𝑖  indicates that the grayscale level is 𝑖, and the probability of pixels of class 𝐶2 is 

                               𝑃2(𝑘) = ∑ 𝑝𝑖 = 1 −𝐿−1
𝑖=𝑘+1 𝑃1(𝑘)                                                                       (2) 

The average grayscale value for the two categories  𝑡1(𝑘), 𝑡2(𝑘) and the average grayscale value 𝑡𝑚𝑒𝑎𝑛(𝑘): 

         𝑡1(𝑘) =
1

𝑃1(𝑘)
∑ 𝑖𝑝𝑖 ,𝑘

𝑖=0                                                                                           (3) 

𝑡2(𝑘) =
1

𝑃2(𝑘)
∑ 𝑖𝑝𝑖 ,𝐿

𝑖=𝑘+1                                                                                       (4) 

𝑡𝑚𝑒𝑎𝑛(𝑘) = 𝑃1(𝑘)𝑡1(𝑘) + 𝑃2(𝑘)𝑡2(𝑘).                                                         (5) 

   In accordance with Equations 1~5, the interclass variance can additionally be calculated [35]:  

𝛿𝐵
2(𝑘) = 𝑃1(𝑘)[𝑡1(𝑘) − 𝑡𝑚𝑒𝑎𝑛(𝑘)]2 + 𝑃2(𝑘)[𝑡2(𝑘) − 𝑡𝑚𝑒𝑎𝑛(𝑘)]2.                                   (6) 

for 𝛿𝐵
2(𝑘) maximum is the optimal threshold value 𝑘∗,  so 𝛿𝐵

2(𝑘∗) = max
0≤𝑘≤𝑁−1

𝛿𝐵
2(𝑘), if 𝛿𝐵

2(𝑘) 𝐼𝑓 the maximum value is 

not unique, then k* is used as the maximum value equal to k* and expressed as the average (6). 

For images, the proposed adaptive enhancement algorithm with nonlinear brightness correction looks like this (Figure 

2). 
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Figure 2.  

Block diagram of the proposed algorithm. 

 

Figure 3 shows the resulting images of faces with different levels of dim at 1, 2, and 3 m, respectively. 

 

 
Figure 3.  

Images of faces with different levels of dimming at a distance of 1, 2 and 3 m, respectively. 
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Figure 3. Images of faces with different dimming levels at distances of 1, 2 and 3 m, (a) images of faces collected from 

a distance of 1 m, the dimming level from left to right is 20%-100%; (b) images of faces collected from a distance of 2 m, 

the dimming level is 30%~100% from left to right; (c) Images of faces taken from a distance of 3 m, the dimming level is 

40%-100% from left to right. 

Figure 4 shows the results of face recognition at different brightness levels at 1, 2 and 3 meters. Recognition efficiency 

increases with increasing brightness. Tests at 1 m have shown that the speed of face recognition can reach 98% when using 

a 70% brightness adjustment of the image, which basically corresponds to the recognition speed when the image optimization 

algorithm is increased. 

 

 
Figure 4.  

The speed of face recognition before and after adding an image enhancement algorithm in different light conditions. 

 

At 1 m and a brightness value of 20%, the average face recognition rate is 60.98, and after adding an image enhancement 

algorithm, this figure increases by 86%. At 1 m and a brightness level of 60%, the average face recognition rate is 97%, and 

after adding an image enhancement algorithm, this figure increases by 98%. The face recognition system cannot identify 

faces at a light level of 20% brightness at 2 meters. In such conditions, there is not enough information for analysis, which 

leads to the interruption of subsequent calculations. 

At 2 meters and with a dimming level of 50%, the face recognition rate is 86%. After adding the image optimization 

algorithm, the face recognition rate increases by 11.00%. At 3 meters and a dimming level of 50%, the face recognition rate 

is 61.09. After adding the algorithm, the face recognition rate increases by 23.91 
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Figure 5.  

Average absolute error before and after adding the image enhancement algorithm in different light conditions. 

 

Figure 5 shows the average absolute errors before and after switching on the image enhancement algorithm at various 

dimming levels at 1, 2 and 3 m. As the brightness value increases, after adding an image optimization algorithm, the average 

absolute errors decrease. This is because as the brightness increases, the face becomes brighter, and the details become clearer. 

At 1 m and a brightness level of 50%, the average absolute error is 2.63, and after adding an image enhancement algorithm, 

this indicator decreases by 0.96. At 2 meters and with a dimming level of 50%, the average absolute error is 2.77. After 

adding the image optimization algorithm, the average absolute error value decreases by 2.60. With 3 meters and a dimming 

level of 50%, the average absolute error is 2.82. After adding the algorithm, the average absolute error decreased by 2.77. 

Table 1 shows the results of comparing the average gray value, recognition speed, and average absolute error before and 

after adding the image enhancement algorithm at distances of 1, 2, and 3 m. You can see that the average gray value for an 

image optimized using the algorithm increased at different distances compared to the average gray value for the original 

image. As the brightness value increases, after adding an image optimization algorithm, the average absolute errors decrease, 

and the speed of face recognition increases. The facial recognition system could not detect faces with 20% brightness at 2 

meters. The face recognition system could not detect faces at illumination levels of 20%, 30%, and brightness at 3 meters. 

 
Table 1.  

Results before and after the implementation of the algorithm at distances of 1 m. 

Indicator 

Results before the algorithm 

implementation 

Results after implementing the 

algorithm 

Gray 

mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Gray 

mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Brightness modulation level, 20% 7.54 60.98 3.56 24. 99 86 3.34 

Brightness modulation level, 30% 10.71 85.56 3.32 30. 07 95 3.21 

Brightness modulation level, 40% 13.29 95.44 2.89 37. 41 98 2.67 

Brightness modulation level, 50% 25.30 97.00 2.63 56. 61 98 0.96 

Brightness modulation level, 60% 35.89 97.00 2.15 68. 77 9898 0.88 

Brightness modulation level, 70% 61.46 97.38 1.59 84. 97 98 0.64 

Brightness modulation level, 80% 89.60 97.40 0.81 103. 28 98.60 0.55 

Brightness modulation level, 90% 93.34 97.60 0.54 115. 09 98.60 0.42 

Brightness modulation level, 100% 93.21 97.60 0.38 123. 38 98.60 0.22 

 

 

 
 

 

https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
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Table 2.  

The results before and after the implementation of the algorithm at distances of 2 m. 

Indicator 

Results before the algorithm 

implementation 

Results after implementing the 

algorithm 

Gray mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Gray 

mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Brightness modulation level, 20% N/A N/A N/A N/A N/A N/A 

Brightness modulation level, 30% 10. 87 20.00 3.56 18. 90 67.00 3.40 

Brightness modulation level, 40% 17. 42 60.00 3.19 30. 11 96.89 3.10 

Brightness modulation level, 50% 26. 68 86.00 2.77 43. 88 97.00 2.60 

Brightness modulation level, 60% 37. 61 96.00 2.43 57. 39 97.00 2.31 

Brightness modulation level, 70% 45. 34 96.00 1.89 66. 61 97.00 1.45 

Brightness modulation level, 80% 55. 51 96.30 1.60 79. 90 98.00 1.01 

Brightness modulation level, 90% 68. 05 97.60 0.84 80. 81 98.50 0.79 

Brightness modulation level, 100% 79. 33 97.60 0.42 90. 74 98.50 0.38 

 
Table 3.  

Results before and after the implementation of the algorithm at distances of 3 m. 

Indicator 

Results before the algorithm 

implementation 

Results after implementing the 

algorithm 

Gray 

mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Gray 

mean 

value 

Recognition 

rate, % 

Mean 

absolute 

error 

Brightness modulation level, 20% N/A N/A N/A N/A N/A N/A 

Brightness modulation level, 30% N/A N/A N/A N/A N/A N/A 

Brightness modulation level, 40% 15.53 21.02 3.50 35.00 49.00 3.45 

Brightness modulation level, 50% 17.00 61.09 2.82 40.07 85.00 2.77 

Brightness modulation level, 60% 22.12 84.00 2.67 40.23 95.90 2.08 

Brightness modulation level, 70% 30.16 88.67 1.97 51.21 96.0 1.08 

Brightness modulation level, 80% 41.33 96.56 1.19 60.56 98.00 1.00 

Brightness modulation level, 90% 51.22 97.00 0.98 68.00 98.00 0.79 

Brightness modulation level, 100% 61.90 97.00 0.66 71.98 98.00 0.42 

 

4. Discussion 
With simplicity, speed, and ease of use, the advances of technology manufacturers have allowed facial recognition and 

its applications to spread unnoticed across a variety of scenarios. Currently, the innovative use of digital technologies has 

become an irreversible trend in society over time. In this context, the use of facial cleansing methods should be legal, 

reasonable, and safe to balance technological development and the protection of human rights. Security is a prerequisite, but 

it cannot be used as a reason for abandoning development. Studying the laws of how applications work, applicable scenarios, 

and formulating proper principles for facial recognition technology is also the only way to deal with the era of artificial 

intelligence. 

The research has confirmed the effectiveness of the proposed adaptive image optimization algorithm based on the 

Retinex method to improve the accuracy of object detection in difficult lighting conditions. In particular, it was found that 

the method eliminates the effects of uneven lighting and improves local contrast, which has a positive effect on object 

recognition using the Yolov5 model. 

However, the effectiveness of any approach depends on the correct setting of the algorithm parameters, which may limit 

its diversity. In addition, the increased image processing time indicates the need for further optimization. In the future, it is 

planned to integrate the method directly into the Yolov5 architecture, which will reduce preprocessing time and increase real-

time applicability. The proposed approach can be used in video surveillance systems, autonomous vehicles, and other 

applications where accuracy in low-light conditions is important.  

 

5. Conclusion 
A face recognition system based on a multitasking convolutional neural network with variable illumination was 

investigated, which aims to solve the problem of light exposure to the face recognition system. In this article, we present an 

improved Retinex-based facial recognition method under various lighting conditions. 

The algorithm used not only works quickly but also effectively improves the brightness and detail of the image, thereby 

preventing distortion of brightness and color and obtaining better visual effects. Although the applied image enhancement 

algorithm in low-light conditions can effectively increase the brightness of the image, the parameters cannot be adjusted to 

match the image itself; therefore, research on adaptive image enhancement will be conducted in the future. 

In conclusion, the proposed approach is more suitable for face recognition in various lighting conditions and is more 

effective in addressing problems caused by insufficient lighting. 

https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
https://en.wikipedia.org/wiki/Mean_absolute_error
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