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Abstract 

This paper presents an accelerated image steganography technique utilizing Least Significant Bit (LSB) algorithms 

implemented on FPGA hardware to conceal and retrieve three hidden images within an RGB cover image. The embedding 

process uses an XOR operation between the secret bit and the cover pixel's least significant bit (LSB): if the result is zero, 

the bits are identical, and no change is needed; if the result is one, the secret bit replaces the LSB of the cover pixel. Two 

system designs were developed to evaluate acceleration: a hardware implementation on a Xilinx ZYNQ-7020 FPGA using 

XSG programming and a software implementation coded in MATLAB, running on a Core i7-10750H CPU @ 2.60 GHz with 

8 GB RAM. The proposed system was evaluated using various performance metrics, including histogram analysis, PSNR, 

MSE, BER, SSIM, CCR, execution time, operating frequency, and throughput. Experimental results showed clear, accurate 

image retrieval with significant acceleration: the software execution time was 0.153 seconds, while the FPGA hardware 

achieved 23.405 microseconds, yielding a speedup factor of approximately 6537×. 
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1. Introduction 

Digital images are used in many fields and play a role in the transmission of data over public open networks, which can 

be easily attacked, and this is the main issue [1, 2]. Nowadays, there is a need to safeguard data from falling into the wrong 

hands. Various technologies are available to address this issue, one of which is steganography [3-5]. The proposed method 

for concealing text within images (for confidential information) utilizes the least significant bits (LSB) algorithm. 
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Image steganography has a rich historical background and holds significant importance in the field of data 

communication. Subramanian [6] proposed an image steganography method using a deep neural network with a long training 

time. In comparison with this research, MSE and PSNR were not as good as this research. Mandal et al. [3] provide a survey 

for multiple methods used for steganography; all of the methods have a high computational time, which acts as the main issue 

in real-time steganography applications. Halboos and Albakry [7] proposed a good steganographic method for text hiding in 

the cover image and achieved a large PSNR, but without dealing with the time execution point. Abuhmaidan et al. [8] 

proposed the bit Pattern Steganography method, combining steganography with cryptography for more robustness but 

without dealing with time execution or cover image MSE or PSNR. Hameed et al. [9] provide a review of multiple research 

directions in steganography with multiple types such as DNA, network, audio, video, text, image, etc. AbdelRaouf [10] 

proposed a new steganographic approach using human visual properties with an improved LSB algorithm with improved 

hiding performance for MSE, PSNR, and SSIM, but the researchers didn’t deal with the time of hiding metric for real-time 

needs. Rahman et al. [4] presented a comprehensive study of different steganography approaches, but overall did not deal 

with processing time in hardware as this research had. Bandyopadhyay [11] identifies the methods of steganography with 

MSE, BER, and PSNR metrics without dealing with the processing time factor. Idakwo, et al. [12]; Evsutin, et al. [13] and 

Zhang, et al. [14] provided a survey of digital image steganography using multiple methods in in the spatial domain or 

transform domain. Sudha [15] proposed a text steganography method using chaotic maps with good PSNR without BER, 

MSE, or processing time performance metrics [3, 4, 6-15]. 

Suhail and Ayoub [16] proposed LSB wave file steganography that depends on a secret data distribution with circular 

key values between transmitter and receiver, without discussing performance metrics such as MSE, PSNR, and SSIM, also 

dealing with processing time requirements [16].  

However, a few studies have been made about FPGA acceleration, but that work has a huge benefit: first speed, FPGA 

has effective performance with huge multimedia data such as audio, image, and video [17-19]. The second real-time 

application has critical timing demands for avoiding latency. Third parallel capability with low power consumption [20-29]. 

Fourth flexibility: there is no need for hardware redesign. Fifth algorithm testing and optimizing with prototyping. Sixth 

integration with other systems such as cameras, sensors, and communication devices [30-39]. 

In this study, an acceleration was introduced by utilizing FPGA hardware, resulting in huge acceleration of embedding 

and extraction processes. A multiple hardware architecture for three images was proposed. The algorithm and architecture 

were verified through hardware implementation on the Xilinx ZYNQ 7000 device using VIVADO. The design focused on a 

24-bit RGB image. The parallel hardware architecture resulted in an effective hiding/extraction speed with the FPGA-based 

Xilinx system generator embedding tool. Experimental results show that the authors' proposed design could greatly accelerate 

the LSB algorithm for multiple images hiding and provide satisfactory operation accuracy. 

The paper is organized as follows: Section one presents the introduction, section two presents preliminary concepts, 

section three presents the proposed methodology, section four presents results and discussion, and section five presents the 

conclusion and future work. 

 

1.1. Importance of LSB Steganography for Information Hiding 

LSB (Least Significant Bit) steganography is a widely used technique in information hiding due to its simplicity, 

effectiveness, and minimal perceptual impact. Its importance lies in the following aspects: 

Data Concealment: It embeds hidden information in the least significant bits of digital media (e.g., images, audio, or 

video), which are often imperceptible to human senses. 

Low Distortion: The changes made to the host media are minimal, ensuring that the cover medium remains visually or 

aurally indistinguishable from the original. 

Efficiency: LSB steganography requires low computational resources, making it suitable for real-time and embedded 

systems. 

 

1.2. Applications 

Covert Communication: For transmitting secret messages without detection. 

Digital Watermarking: For copyright protection by embedding ownership information in media. 

Secure Authentication: Embedding identifiers in images for secure identity verification. 

Importance of LSB Acceleration in Hardware 

LSB acceleration in hardware refers to optimizing the processing of LSB-based operations in hardware circuits or 

platforms like FPGAs, GPUs, or ASICs. Its significance includes: 

 

1.3. The Importance of Timing Calculation 

Hardware acceleration improves the speed of LSB embedding and extraction processes, crucial for high-throughput 

applications like video streaming or real-time communication. 

 

 

1.4. Energy Efficiency 

Optimized hardware implementations consume less power than software-based solutions, which is vital for mobile and 

embedded systems. 
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1.5. Security Enhancements 

Hardware implementations can integrate additional security layers, such as on-the-fly encryption, making LSB 

steganography more robust against attacks. 

 

1.6. Scalability 

Hardware designs can handle larger datasets or higher resolutions efficiently, enabling the use of LSB techniques in 

modern high-definition media applications. 

 

1.7. Specialized Applications 

Medical Imaging: Embedding metadata like patient details in diagnostic images without altering their quality. 

Military and IoT Systems: Securely hiding data in sensor outputs or communication signals for confidentiality. 

In summary, while LSB steganography is a cornerstone of information hiding, hardware acceleration of LSB operations 

amplifies its utility in scenarios requiring high performance, scalability, and security. 

 

1.8. The Main Contribution of this Work Involves 

1- Implement the LSB stenography algorithm (Embedding/extraction) in a MATLAB environment for three grayscale 

secret images and one cover RGB image, then calculate the execution time in software. 

2- Build the architecture of the LSB algorithm with a new embedding technique in terms of declaring the hardware 

operations employed to get the results. 

3- Implement the new LSB architecture in the hardware module using the ZYNQ702 evolution board through the 

VIVADO software tool with high speed and low silicon area, and then evaluate the execution time in the FPGA. 

4- Calculating the speed-up ratio between software and hardware to consider the effectiveness of the hardware 

performance. 

 

2. Preliminary Concepts  
2.1. Steganography  

Steganography is a technique used for secure communication used for storage of trust information, protecting the change 

of information and multimedia systems. Steganography is also used for watermarking, which is defined as the operation of 

protecting ownership of any media, such as film, art, etc. Multiple types in steganography include Least Significant Bit (LSB), 

Spread Spectrum, Pixel Value Differencing (PVD), and statistical techniques. 

 
Table 1. 

Comparison between LSB Methods. 

Technique Robustness Imperceptibility Payload capacity Complexity 

LSB Low High High Low 

PVD High Medium Low Low 

Spread spectrum Medium Low Low Medium 

Statistical Medium High Low Medium 
 

Table 1. The Show LSB algorithm is the best way to determine the robustness point, which can be adjusted by the 

acceleration factor. The LSB method has a good peak signal-to-noise ratio, a structural similarity index, is easy for hardware 

implementation, is fast in execution, and is suitable for large amounts of data hiding [40-43]. 

 

2.2. Steganography with LSB  

The algorithm as in Figure 1, involves hiding all the bits of secret bits in the LSB bit of the cover image since the LSB 

bit is a small value and cannot affect the image resolution, and it consists of. 

1- Embedding system by the sender: exchange the LSBs of the cover image with secret bits of secret data and obtain the 

Stego image. Embedding system by the sender: exchange the LSBs of the cover image with secret bits of secret data 

and obtain the Stego image. 

2- Extraction algorithm by the receiver: extract the LSB of the secret image and get back the secret data.  
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Figure 1. 

Stego image using LSB hiding. 

 

2.3. ZYNQ FPGA Implementation using Xilinx System Generator 

The Xilinx Vivado Design Suite and the Xilinx System Generator for DSP and HDL work together flawlessly. The most 

recent nodes are supported by the Xilinx Vivado Design Suite, which is designed for complex designs [44-53]. It integrates 

hardware and software support and provides system- and device-level design. It comes with toolkits for managing FPGA 

configuration, synthesis, place, and route. Additionally integrated are specialized tools such as hardware co-simulation, 

partial reconfiguration, and hardware design languages such as System Verilog, VHDL, or Verilog [54]. Figure 2 shows the 

design methodology using Xilinx System Generator (XSG). The hardware in this paper is implemented using the 

VIVADO/XSG environment, VIVADO 2020.2, associated with MATLAB/SIMULINK 2020. They are widely used in 

various domains such as signal processing, image processing, telecommunications, and more [55-65]. 
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Figure 2. 

XSG design flow. 

 
3. Proposed Methodology  

The proposed work consists of two parts: software (using MATLAB) and hardware (using FPGA); each part is discussed 

independently. 

 

3.1. Software  

This study was conducted using a Core (TM) i7-10750H CPU @ 2.60 GHz   , 2.59 GHz processor with 8 GB RAM 

hardware. Implementation of the LSB algorithm for three secret images and a cover RGB image involves the implementation 

of two systems: firstly, the proposed embedding method involved XORing secret bit with least significant bit of cover pixel, 

if the result was zero logic that means that the two bits are the same, there no need of exchange them else if the result was 

one logic that means the two bits are different, then the secret bits should take the place of the LSB of cover pixel image. The 

resulting image of the cover image after replacement is called the Stego image shown in Figure 3. Secondly, the receiver 

system extracts the image, which begins with converting the Stego image to binary, then takes each LSB bit of each 8 pixels 

to form one pixel of the secret image. After accumulating all pixels, it can be noticed that the secret image was backed the 

same as entered into the embedding system shown in Figure 4. 

The processing time of the algorithm is measured using a stopwatch timer in MATLAB with the tic command to start 

the operation of the timer and toc for end. The number of iterations counting time was 50 to be convergent to the most 

effective value. The researcher calculated the average of these values; the calculating time was equal to 0.153 sec. 
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Figure 3. 

Embedding LSB. 
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Figure 4. 

Extraction LSB. 

 

3.2. Hardware  

This part presents a detailed explanation of the hardware system for LSB steganography for three secret images and one 

RGB cover image, shown in Figure 5, using XSG embedded with Simulink. For testing the input images, the  RGB cover 

image was “peppers.png” with three secret images. Firstly was "cameraman.tif,”) Secondly was "moon.tif,”) and lastly was 

"coins.png.”). 
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Figure 5. 

Overall hardware system of three secret images with one RGB cover image. 

 

Then in the next step, the images need to be entered pixel by pixel into the FPGA environment. That was the role of the 

image preprocessing subsystem shown in Figure 6, which consists of two parts: First, convert the 2-D array to 1-D array, 

then convert the 1-D array to scalar values. 

 

 
Figure 6. 

Image pre-processing subsystem. 

 

The XSG yellow blocks are called gateway-in and gateway-out. the first block used to enter the pixels from the 

SIMULINK environment to the FPGA environment, the second block did the inverse thing, outing the pixel from FPGA to 

the SIMULINK to be ready for showing using the SIMULINK block for testing, verifying, and checking the performance of 

the FPGA design. The pixels output from the FPGA to SIMULINK using the image postprocessing subsystem shown in 

Figure 7 consist of three parts: first, a buffer to convert the scalar values to one array buffer, then a reshape to convert one 

array as 2-d as the image size in MATLAB, and the uint8 to convert the data types to 8-bit unsigned pixels for the resulting 

image. 

 

 
Figure 7. 

Image post-processing subsystem. 
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The rest are three LSB embedding systems and three LSB extraction subsystems, as shown in Figures 8 and 9. Each 

embedding system, as shown in Figure 10, has two inputs: a pixel of the cover image and a bit of the secret image. The 

operation will be done with a slice block embedded in XSG to get all the bits of the cover image, except the LSB, which will 

be replaced by the bit coming from the secret image, then concatenating them together. The output will be a Stego image. 

 

 
Figure 8. 

XSG based LSB embedding subsystem for three secret images hiding. 
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Figure 9. 

XSG based LSB extraction subsystem for three secret images hiding. 
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Figure 10. 

Hardware design of the embedding subsystem for LSB algorithm. 

 

Each extraction subsystem, as shown in Figure 11, consists of two XSG blocks: the first slice, which is used to get the 

LSB of Stego that holds the bits of the secret image, and then converting the serial to 8 parallel pixel bits using the serial to 

parallel block provided by the XSG/SIMULINK environment.  

 

 
Figure 11. 

Hardware design of extracting subsystem for LSB algorithm. 

 
4. Results and Discussion  
4.1. Hardware Synthesis, Implementation and Analysis  

This step involves compilation of the proposed design to FPGA hardware JTAC co-simulation using the XILINX System 

Generator/VIVADO tool. The maximum frequency operation of the ZYNQ702 evaluation board is 667 MHZ. When 

synchronization step over the FPGA, the maximum frequency clock by XSG was 2.8 GHZ, which leads to the throughput of 

22.4 Gbps and a processing time for hiding all image operations of 23.405 µs. The acceleration speeds up in the following 

equations:  Worse negative slack (WNS) =2.651 ns, T=3 ns from the compilation report of XSG. 

𝑓𝑚𝑎𝑥 = 1/(𝑇 − 𝑊𝑁𝑆)= 2.8 GHZ  (1) 

ℎ𝑎𝑟𝑤𝑎𝑟𝑒 𝑡𝑖𝑚𝑒 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖𝑚𝑎𝑔𝑒 =
256×256

𝑓𝑚𝑎𝑥
= 23.405 µs  (2) 

𝑠𝑝𝑒𝑒𝑑 𝑢𝑝 =
𝑠𝑜𝑓𝑡𝑤𝑎𝑟𝑒 𝑡𝑖𝑚𝑒 (𝑀𝐴𝑇𝐿𝐴𝐵)

ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒 𝑡𝑖𝑚𝑒 (𝐹𝑃𝐺𝐴)
=

0.153

23.405×10−6 = 6537  (3) 

Table 2 presents the ZYNQ702 FPGA device summary, which consists of the following: 

1- LUT: Represent utilization of Look-Up Tables. 

2- LUTRAM: Represent utilization of Look-Up Table RAMS. 

3- FF: Represent utilization of Flip-Flops. 

4- BRAM: Represent utilization of block RAMs. 

5- DSP: Represent utilization of digital signal processing blocks. 

6- IO: Represent utilization of input/output buffers. 
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Table 2. 

ZYNQ702 evaluation board summary. 

Resource Utilization Available Utilization (%) 

LUT 49350 53200 92.7 

LUTRAM 15889 17400 91.32 

FF 5043 106400 4.7 

BRAM 6 140 4.2% 

IO 6 200 3 

BUFG 5 32 15.6 

MMCM 1 4 25 

 

Power report one of the synthesis tools provided by the VIVADO software. Dynamic power consumption was 0.132 W, 

which is the active power during switching during charging and discharging of the capacitances of the design; static power 

consumption was 0.105 W, which is the power consumed when the design is also not active, depending on multiple factors: 

temperature, supply voltage, etc. So, the total was 0.237 W, the overall power report in Figure 11. 

 

 
Figure 12. 

Power dissipation on ZYNQ702 FPGA device. 

 
Register transfer level schematic (RTL) is the final physical implementation of design, providing more details about the 

hardware implementation. VIVADO environment for the proposed design contained 10 cells, 2 I/O ports, and 213 nets shown 

in Figure 12. It can be noticed that complex hardware is required according to the requirements of the proposed algorithm. 

  

 
Figure 13. 

RTL view of the proposed design. 
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VIVADO timeline expressed in Figure 13. show the pixel values for red, green, blue cover image with secret images 

1,2,3, embedded/XSG enable designers to enter all pixel values of all images in parallel, then process them simultaneously 

on the same clock faster than software, which deals with each image on multiple clock cycles. It can be observed that the 

difference between red cover image pixels and red Stego image pixels values of one or 0 means that the LSB of the secret 

image is exchanged by it. 

 

 
Figure 14. 

VIVADO time line cover-secret image pixels. 

 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 1793-1810
 

1806 

Hardware co-simulation as shown in Figure 14, represents the final stage of FPGA design, which combines the design 

model with the ZYNQ702 evaluation board and presents one secret image (“cameraman.tif”) and a cover image 

(“peppers.png”) with the ZYNQ702 FPGA board. 

 

 
Figure 15. 

Hardware co-simulation of the proposed system using ZYNQ702 FPGA. 

 

4.2. Performance Analysis 

A number of statistical tests have been run to assess whether the impact of data masking on image quality is within the 

permitted bounds. Several metrics, including histogram, Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR), 

Cross-Correlation (CCR) and structural similarity. 

 

4.3. Histogram  

A graphical illustration conveys the movement of pixels visually by planning the number of pixels at each grayscale 

level. The cover picture's statistical features were shown to be unaffected by modifying some coefficients, as seen by the 

histogram of the cover image and the stego image. Therefore, if the histogram of the cover is almost identical to the histogram 

of the stego-image presented in Figure 16. 
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Figure 16. 

Histogram Analysis. 

 

4.4. Mean Square Error (MSE) 

One of the statistical techniques used to assess the degree of similarity between the stego image and the original image 

is MSE. When comparing two signals, the error signal is measured after the reference signal has been subtracted, and the 

mean energy of the error signal is then calculated from Equation 4. 

𝑀𝑆𝐸 =  
1

𝑀𝑁
 ∑ ∑ (𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 (𝑖, 𝑗) − 𝐼𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑 (𝑖, 𝑗))2𝑁

𝑗=1
𝑀
𝑖=1      (4) 

 

4.5. Peak Signal-to-Noise Ratio (PSNR) 

It is characterized as the ratio of a signal's maximal power to corrupting noise power. Typically, PSNR is measured using 

a decibel scale. The PSNR is frequently used to assess how well an image may be recreated. In this instance, the original 

information is the signal, while the inserted error is the noise. The quality of the image is indicated by the PSNR value. 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
𝑀𝐴𝑋2

𝑀𝑆𝐸
)         (5) 

 

4.6. Correlation  

Cross-correlation is a mathematical operation commonly used to measure the similarity between two images. In the 

context of comparing a stego-image with an original image, cross-correlation can be used to identify regions or patterns 

where the images are similar or dissimilar. The process involves sliding one image over another and computing a measure of 

similarity at each position. 

𝑟 =  𝑛 ∑ 𝑋 𝑌 − ∑ 𝑋 ∑ 𝑌 ( 𝑛 ∑ 𝑋 2 − ( ∑ 𝑋 ) 2 )  ⋅  ( 𝑛 ∑ 𝑌 2 −  ( ∑ 𝑌 ) 2 )       (6) 

 

4.7. Bit Error Rate (BER) 

Essential metric for image hiding process for security approaches; it represents the number of bit positions changed in 

the Stego image. When the value is near 1, it means more bit errors; otherwise, less error bits. 

𝐵𝐸𝑅 = 𝐵𝑒/𝐵𝑟      (7) 

 

4.8. Structural Similarity  

Quality measurement of image used to measure the similarity index between images. When the value near one means 

more similarity between images others was means less. Table 3 shows the overall performance hiding metrics of the proposed 

hardware LSB algorithm. 
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Table 3. 

Performance measurements. 

Performance metrics  Proposed work 

PSNR 51.1401 

MSE 0.500 

BER 0.095 

SSIM 0.9993 

CCR 0.99991 

Overall Execution time 23.405 µs 

Frequency  2.8 GHZ 

Throughput  22.4 Gbps 

 

5. Limitations of the Study 
a. Hardware Dependency: The FPGA-based acceleration offered significant speed improvements, but the 

implementation depends on our hardware (Xilinx ZYNQ702 evaluation board). The results may not achieve using other 

FPGA devices. 

b. Fixed Embedding Technique: The proposed method may not provide high robustness against steganalysis techniques; 

this may cause it to be vulnerable to detection in spite of the high similarity degree of the Stego and cover image, plus 

minimum mean square error and peak signal-to-noise ratio. 

c. Security Considerations: While the method accelerates the embedding and extraction process, it may need to provide 

more security levels using encryption algorithm. 

d. Software-Hardware Comparison: The study compares software execution on a MATLAB platform with hardware 

acceleration on an FPGA with a perfect speedup ratio; it may need comparisons with other high-performance computing 

platforms like GPUs, but the main consideration was to compare software, not hardware. 

 

6. Conclusion and Future Work 
In this study, an FPGA has been used to accelerate the process of image steganography for the LSB algorithms in order 

to hide and recover three secret images in one RGB cover image. 

Two designs have been proposed, one implemented in an FPGA chip (Xilinx ZYNQ702 evaluation board) using an XSG 

programming approach second in MATLAB platform (software coded in MATLAB CoreTM i7-10750H CPU @ 2.60 

GHz   2.59 GHz processor with 8 GB RAM), achieving 6537 as speed ratio. The proposed design was for accelerating the 

LSB-Steganography algorithm and the hiding process. The following conclusions were obtained. 

1. To embed three secret images within a single cover image, the cover image must be in RGB format, while the secret 

images should be grayscale, ensuring the cover image is larger than all the secret images combined. 

2. It is unnecessary to replace all bits of the secret image with the LSB of the cover image when they are already identical. 

3. The XSG methodology for FPGA implementation offers a flexible approach, enabling seamless integration between 

FPGA hardware-based designs and MATLAB/SIMULINK software tools. 

4. Utilizing FPGA hardware through XSG significantly accelerates pixel processing, achieving a speedup factor of up to 

6537 compared to software execution on a MATLAB platform running on a Core i7-10750H CPU @ 2.60 GHz with 

8 GB RAM. 

5. Performance metrics, including histogram analysis, PSNR, MSE, BER, SSIM, CCR, overall execution time, 

frequency, and throughput, indicate that the LSB algorithm's acceleration is both efficient and effective. 

The suggestions for future works are: 

1- FPGA-Based pseudo random number generator to random position LSB bit for robustness. 

2- FPGA-Based Image Steganography Detection using Artificial Neural Networks. 

3- FPGA-Based Pixel value differencing hiding method. 

4- FPGA-Based wavelet method for image steganography. 

5- FPGA-Based cosine transform method for image steganography 

6- Stego-Encryption accelerator system based on FPGA. 
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