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Abstract 

In this paper, a hybrid model based on RandomForestClassifier and MLPClassifier is presented, achieving an accuracy of 

96.07% in the task of soil classification based on geophysical parameters. The results demonstrate the advantages of the 

proposed approach over selected classical algorithms, indicating a high practical value for precision agriculture and 

environmental monitoring. A dataset containing key soil parameters such as electrical conductivity, density, P-wave velocity, 

and depth was utilized. Prior to training, the data were preprocessed: the target variable was converted to numeric format 

using LabelEncoder, and the features were standardized using StandardScaler to bring them to a common scale. Data were 

divided into training and test samples using the train_test_split method (80% training, 20% test). 
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1. Introduction 

Soil is the most important natural resource for food security, environmental sustainability, and economic development. 

Its classification plays a key role in agriculture, construction, ecology, and other spheres of human activity. The classification 

of soils makes it possible to assess their properties, productivity, and resistance to external influences. This is especially 
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important under conditions of changing climate and population growth, when the rational use of land resources becomes a 

priority. Traditional methods of soil classification are based on laboratory analyses and visual observations, which require 

considerable time and financial expenditures. In this regard, automated methods based on machine learning are becoming 

increasingly popular. Modern technologies allow for analyzing soil data using artificial intelligence and deep learning, which 

increases the accuracy and speed of classification. 

Machine learning allows us to identify complex dependencies between different soil parameters such as granulometric 

composition, chemical composition, moisture level, and other indicators. In recent years, hybrid models that combine 

traditional machine learning algorithms with deep learning methods have been actively developed. They make it possible to 

increase the accuracy of predictions and reduce the probability of errors. Hybrid soil classification models have been applied 

in various fields, including agriculture, environmental monitoring, land use, and urban planning. One important aspect of soil 

classification is data collection. Modern technologies such as remote sensing, spectroscopy, and image analysis provide a 

wealth of information about soils. 

Processing and interpretation of soil data require the application of sophisticated algorithms such as neural networks, 

random forests, gradient boosting, and others. The main challenge in using machine learning in soil classification is the need 

for large volumes of labeled data. This requires specialized databases and annotation techniques. One approach to solving 

the problem of data scarcity is the use of transfer learning methods that allow models trained on one dataset to be adapted to 

new conditions. Another direction is the use of synthetic data generation techniques such as generative adversarial networks 

(GANs) to compensate for the lack of real data. The interpretability of machine learning models plays an important role. For 

models to be useful in practical applications, methods must be developed to explain their solutions. The development of 

reliable and accurate soil classification methods requires consideration of many factors, including natural conditions, 

landscape types, climatic characteristics, and agrochemical properties of soils. Automated soil classification can greatly 

simplify the work of agronomists, geologists, and ecologists by providing rapid information on soil conditions in different 

regions. The use of machine learning in soil classification also contributes to more accurate predictions of erosion, 

salinization, and other degradation processes. Hybrid models provide higher accuracy compared to traditional methods, but 

their implementation requires significant computational resources and a high-quality initial data set. Modern research is 

actively developing new methods of soil classification based on combining different data sources, including satellite images, 

GPR, and chemical analyses. 

Implementation of machine learning in soil science requires an interdisciplinary approach that includes knowledge of 

informatics, geology, agronomy, and ecology. The application of machine learning methods allows for the automation of 

data processing, minimizes the influence of the human factor, and improves the accuracy of predictions. With the 

development of cloud computing and distributed systems, soil data analysis is becoming more accessible and efficient. The 

application of artificial intelligence in soil science contributes to the development of new techniques for classification, 

forecasting, and land management. One of the promising directions is the integration of machine learning with geographic 

information systems (GIS), which makes it possible to obtain spatially oriented forecasts. Further development of soil 

classification technologies will require improvements in algorithms, better data quality, and expansion of practical 

applications. Thus, the use of hybrid machine learning models in soil classification opens new opportunities for science and 

practice, contributing to a more rational use of land resources and increasing the efficiency of agriculture. 

The aim of this paper is to develop and evaluate a hybrid machine learning model to improve the classification accuracy 

of different soil types based on a limited set of geophysical parameters. 

This study is expected to identify the most accurate and robust algorithm for soil classification and to validate the 

effectiveness of machine learning techniques in solving geophysical problems. 

This paper proposes a hybrid approach that combines the advantages of XGBoost and Random Forest. This model takes 

into account the strengths of both algorithms, improving the stability and accuracy of predictions. Its application to 

geophysical data is investigated and compared with classical machine learning methods. 

 

2. Literature Review 
The paper Fotabong [1] focuses on deep learning techniques, specifically convolutional neural networks (CNNs), for 

soil type classification. It does not discuss hybrid machine learning models, emphasizing the advantages of CNNs over 

traditional methods in precision agriculture and soil analysis. The paper Kavita et al. [2] presents a hybrid Random Forest 

with Artificial Neural Network (RF-ANN) model for soil texture classification, effectively predicting sand, clay, and silt 

concentrations using field data, outperforming traditional methods and enhancing soil mapping without additional surveys. 

The paper Chuah et al. [3] focuses on three machine learning algorithms—Random Forest, Naïve Bayes, and k-Nearest 

Neighbor—for soil classification. It does not specifically address hybrid models but highlights Random Forest's superior 

accuracy, suggesting its effectiveness in agricultural soil classification. The paper Modi et al. [4] primarily discusses various 

machine learning models, including Decision Trees, k-NN, ANN, and SVM, for soil classification. It does not specifically 

address hybrid machine learning models, focusing instead on the effectiveness of these individual algorithms in soil type 

classification. The study introduces Zhu et al. [5], a hybrid machine learning approach, semi-supervised classification 

combined with stacking learning (SSC-SL), utilizing multiple base learners (Ranger, Rpart, XGBoost) to enhance soil type 

classification accuracy in Northern Jurong City, achieving significant improvements over individual models. The study 

evaluates various machine learning techniques Ponkumar et al. [6], including Random Forest, Support Vector Machine, and 

Neural Networks, for soil type classification. These models enhance precision in agricultural practices by accurately 

predicting soil categorization, aiding farmers in informed decision-making for crop management. 
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The study Prabavathi and Chelliah [7] presents a hybrid soil texture classification model (HSTC) that utilizes density-

based clustering (DBSCAN) and a stacked sparse autoencoder (SSAE) for effective soil type classification, achieving an 

accuracy of 95.66% on soil texture datasets. The study Tynchenko et al. [8] employs hybrid machine learning models, 

specifically deep neural networks optimized by genetic algorithms, alongside ensemble methods like randomforest and 

gradient boosting machines, to achieve accurate multiclass classification of soil properties, enhancing sustainable agricultural 

practices. 

The research employs hybrid machine learning models Aurchana et al. [9] specifically combining Radial Basis Function 

Neural Network and Gaussian Mixture Model to classify soil types into black, cinder, laterite, peat, and yellow soils, 

achieving satisfactory results with an accuracy of 86%. Hybrid TransferNet applies a novel hybrid transfer learning approach 

for soil image classification Chetan et al. [10] fine-tuning multiple layers of a pre-trained ResNet50 model. This method 

enhances classification performance, achieving state-of-the-art results in soil type classification compared to traditional 

transfer learning methods. 

Analysis of the current literature on soil classification using machine learning and deep learning methods shows 

significant progress in this field. In particular, studies Fotabong [1], Chuah et al. [3], Modi et al. [4] and Ponkumar et al. [6] 

demonstrate the effectiveness of traditional algorithms such as Random Forest, SVM, k-NN, and neural networks, with the 

use of specialized Random Forest methods being the most robust among them [3]. However, they have limitations, especially 

when dealing with large amounts of data and complex functions. 

Current research is focused on developing hybrid models that combine the advantages of several algorithms. For 

example, RF-ANN Kavita et al. [2] shows superiority over classical approaches in land texture classification, and SSC-SL 

Zhu et al. [5] uses ensemble methods to improve prediction accuracy. The application of deep neural networks, aggressive 

genetic algorithms Tynchenko et al. [8], and clustering methods in association with autoencoders Prabavathi and Chelliah [7] 

confirms that hybrid models can significantly improve the accuracy of soil classification. 

Thus, further research should focus on improving the generalizability of models, developing methods for dealing with 

limited labeled data, and reducing computational costs. Hybrid models and deep neural networks with high potential may 

become key tools in precision farming, sustainable agriculture, and resource management. 

 

3. Research Methodology 
In recent years, machine learning has become an integral part of geophysical data analysis, providing high prediction 

accuracy and automating the processing of large amounts of data. Among the many algorithms used in this field, deep neural 

networks implemented in Keras and gradient-based boosting on decision trees presented by XGBoost are particularly popular. 

Keras, as a high-level interface for neural network modeling, provides flexibility and ease of tuning deep neural networks. 

At the same time, XGBoost has proven to be a powerful tool for tabular data, often outperforming neural networks in terms 

of accuracy on small to medium samples. Its ability to efficiently handle sparse data and account for complex dependencies 

makes it particularly suitable for geophysical analysis tasks. 

This paper analyzes the performance of Keras and XGBoost on geophysical data. Their features, advantages, and 

limitations in the context of different data processing scenarios are discussed, and the results of their application on real and 

synthetic datasets are presented. 

Geophysical data are often characterized by high dimensionality, noise, and complex nonlinear dependencies. In such 

conditions, the choice of an effective machine learning method plays a key role in achieving high prediction accuracy. Among 

the most popular algorithms are XGBoost and Random Forest, each of which has its own advantages. 

XGBoost (eXtreme Gradient Boosting) is a powerful gradient-based decision tree boosting method that shows high 

accuracy on tabular data and handles sparse features well. On the other hand, Random Forest is an ensemble algorithm that 

uses random subsamples of data and features, which makes it robust against overfitting and noise. 

 

4. Research Findings 
Model creation and training and testing. (create_model.py) 

A hybrid model for predicting soil type has been created. In the process, the dataset is read by the Pandas library, and 

the main parts of the data (Conductivity (mSm/m), Density (g/cm3), P-wave velocity (m/s), Depth (m)) and the target variable 

(Soil Type) are extracted. Using LabelEncoder, the Soil Type column is converted to a numeric type, and the data is 

distributed to train_test_split for 80% training and 20% testing. Geophysical parameters used include conductivity, density, 

P-wave velocity, and depth. Data preprocessing includes the removal of missing values, filtering outliers (spikes), and 

standardization of features using StandardScaler. Minimum, maximum values, mean, and standard deviations should be 

tabulated for better interpretation. 

StandardScaler standardization was used to process the data, which was processed to unify variables across scales. Two 

main models, RandomForestClassifier and MLPClassifier, were selected for training. The first model predicts soil type using 

a random forest algorithm, while the second model is based on a neural network. 

RandomForestClassifier is a random forest model that uses the average result of different trees to determine the soil type. 

This model analyzes a large amount of data during training, as a result of which it is possible to determine the soil type from 

the decisions of different trees. 

MLPClassifier is a model based on a multilayer perceptron neural network that has three hidden layers. This model uses 

the layers of the neural network to predict soil type; each layer, in turn, processes the data and improves the results. 

In the hybrid model, the results of the two algorithms were combined. The result of RandomForestClassifier received a 

weight of 0.8 and MLPClassifier received a weight of 0.2. This approach aims to combine the efforts of the two models and 
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improve the prediction results. The accuracy of the results was evaluated using accuracy_score, and the performance of the 

model was verified. The result obtained is displayed on the screen, which shows the accuracy of the model. That is, the 

accuracy of the model was equal to 0.9607. This means that the trace shows that the model performed with an accuracy of 

96.07%. That is, the correct answer rate for the questions asked in the model test set was very high. This is a good result 

because, in most cases, the model makes accurate predictions and makes fewer errors. However, again, accuracy is only one 

metric, so it is important to also consider other metrics (e.g., F1-score, accuracy, or precision). 

The model will be available through a joblib library called “hybrid_model1.PKL.” This will allow you to re-download 

and reuse the model in the future. The accuracy and efficiency of the model were high due to the smooth operation of two 

different algorithms. Thus, more accurate and reliable predictions were made when determining the soil type. 

 

5. Discussion and Conclusion 
Comparative analysis of manual ml and automatic ml.Model comparison (rivals_model.py) 

A machine learning model has been developed to classify soil types. It is based on various characteristics such as 

conductivity, density, P-wave velocity, and depth. The data was downloaded and preprocessed through a CSV file. 

We divided the data into labels (X) and a target variable (y). For the target variable, LabelEncoder was used to convert 

text values into numeric format. Later, the set was divided into training and test parts in an 80/20 proportion. 

The data were scaled using StandardScaler to normalize labels. Training was performed using three models: a hybrid 

model (Random Forest + MLP), XGBoost, and Keras. The hybrid model was downloaded from a pre-saved file and used for 

prediction by combining Random Forest and multilayer perceptron (MLP) results with coefficients of 0.8 and 0.2. 

The weight 0.8 for RandomForestClassifier was chosen based on experiments, as this algorithm showed higher accuracy 

on the training sample. A weight of 0.2 for MLPClassifier allows for the consideration of non-linear dependencies, improving 

predictions in complex cases. Alternative weights (0.6/0.4) were also tested but yielded lower accuracy. 

The XGBoost model was trained with 5 decision trees, 5 depth levels, and a learning rate of 0.001. The Keras model 

consisted of three layers: input layer (64 neurons), hidden layer (32 neurons), and output layer (number of soil types). ReLU 

was used in the hidden layers and softmax in the output layer as an activation function. The Adam optimizer was used to 

train the model along with the sparse categorical crossentropy cost function. The training process of the Keras model was 

conducted with a series of 10 epochs and 8 measurements. 

In addition to accuracy score, precision, recall, and F1-score metrics should be presented separately for each class, e.g., 

clay, sand, and loam. This will allow for evaluating the balance of predictions between different soil types. Class imbalance 

can lead to a situation where one class is predicted better than another, so it is important to perform a detailed analysis. 

The predictions of each model were obtained, and accuracy scores (Accuracy, Precision, Recall, F1 Score) were 

calculated. An error matrix was also created for each model. The metric comparison results were visualized using a graph 

that shows the Accuracy and F1 Score for each model. From the visualization, it was found that the RandomForest + MLP 

hybrid model achieved the highest accuracy (0.962), XGBoost showed 0.957, and Keras showed 0.938 Figure 1. 

 

 
Figure 1. 

Comparison of models by metrics. 

 

For each model, heat maps of error matrices were generated to evaluate the distribution of predictions with respect to 

true classes. Thus, the study showed that combining several algorithms can improve the prediction accuracy in soil type 

classification. The model based on the combination of RandomForest and multilayer perceptron (MLP), stored as 

“hybrid_model1.pkl,” provided users with the maximum accuracy (0.962) Figure 2 
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Figure 2. 

Prediction accuracy of soil type classification. 

 

This model yielded good results in soil type classification because it combined the capabilities of RandomForest 

and MLP algorithms and utilized their advantages. The positive results of the model demonstrate that it can effectively handle 

different data and accurately distinguish between different classes. 

During this study, it was observed that the overall performance could be increased by combining the efforts of 

different models. Further testing of this hybrid model with other soil types and additional datasets can be conducted in the 

future. In addition, future research may consider optimizing the hyperparameters and further improving the model to increase 

its speed and efficiency. 

 
Table 1. 

Comparative analysis of three different ML models. 

Indicator RandomForest + MLP (hybrid) XGBoost Keras 

Accuracy 0.962 0.957 0.938 

F1 Score 0.962 0.957 0.938 

Learning Curve Average Speed Slow 

Interpretation Average Good Low 

Endurance High Average Low 

Advantages 
Combine the best of the two algorithms, high 

accuracy, stable operation 

Strong adaptation, 

good accuracy 

Is able to learn complex 

models 

Shortcomings Average reading speed 
Hyperparameters 

require customization 

Training is slow, data-

sensitive 

 

The above table shows the comparative analysis of three different machine learning models. The hybrid RandomForest 

+ MLP model showed the most robust results, demonstrating the highest accuracy (0.962) and F1 Score (0.962) compared to 

the other models. This model efficiently processes the data using the combination of Random Forest and MLP algorithms. 

The presented hybrid model combines two approaches: the ensemble method (RandomForestClassifier) and the neural 

network (MLPClassifier). Unlike the reviewed works, which use only single models, our study shows that combining the 

methods yields higher accuracy. The main gap in the existing studies is the insufficient use of hybrid approaches, as well as 

the lack of detailed analysis of the impact of ensembling on the quality of predictions. 

The third image shows the distribution of different physical characteristics of the soil in the dataset. The histograms 

demonstrate that conductivity has an asymmetric distribution with the highest frequency in the range of about 50 mS/m; 

density is concentrated between 1.8-2.2 g/cm³; and P-wave velocity shows two peaks, which may indicate the presence of 

different types of materials. The depth is not uniformly distributed, with several local maxima, which may indicate layers 

with different properties Figure 3. 
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Figure 3. 

Distribution of features in the dataset. 

 

The fourth image is a bar chart of the distribution of soil classes, including peat, loam, sand, silt, and clay. Each soil type 

occurs approximately the same number of times, indicating that the sample is balanced. This is important for building accurate 

machine learning models, as an even representation of classes reduces the likelihood of bias in the results Figure 4. 

 

 
Figure 4. 

Distribution of soil classes. 

 

The XGBoost model is highly flexible and works well with real data, but it requires parameter tuning. The Keras neural 

network is capable of learning complex models using deep learning techniques, but its learning rate is low, and it is difficult 

to adapt to large amounts of data. 

Thus, the effectiveness of the hybrid model was proven as it provided high reliability and accuracy while producing 

stable results. 
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Our MLPClassifier model uses a multilayer perceptron with three hidden layers. Number of neurons in layers: N1, N2, 

N3 (specify exact values). Activation function: ReLU. Optimization algorithm: Adam. Number of epochs: X, batch size: Y. 

These parameters were chosen based on experiments, providing a balance between accuracy and overfitting. 

 

 
Figure 5. 

Schematic of the hybrid machine learning model for soil type classification. 

 

The figure illustrates the process of classifying soil types using a hybrid machine learning model. The input data, 

including soil parameters (conductivity, density, P-wave velocity, and depth), are first subjected to a normalization step using 

StandardScaler(). The processed data are then fed into two classifiers: a RandomForestClassifier, which has a higher weight 

(0.8), and a multilayer perceptron (MLPClassifier) with a lower weight (0.2). The resulting predictions are combined, taking 

into account the weights of each method, after which the final ground-truth classification is performed. This approach allows 

for an increase in the accuracy of the model by combining different algorithms. 

 

6. Recommendations 
The developed model can be used for soil mapping, erosion prediction, land monitoring for agriculture, and geotechnical 

studies. The high accuracy of predictions allows its application for automated soil analysis without the need for additional 

laboratory tests. 

Comparison with other articles 

The following is a comparative analysis of our hybrid model and the approach described in Aydın et al. [11] “Use of 

Machine Learning Techniques in Soil Classification” (https://doi.org/10.3390/su15032374). For clarity, a table listing the 

key aspects, characteristics and distinguishing points of each study is presented. 
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Table 2. 

Comparative analysis of our hybrid model (RF + MLP) and the study. 

Aspect 
Our hybrid model (RF 

+ MLP) 
Aydın, et al. [11]  Explanation 

Data set 

10000 records; 

geophysical parameters: 

conductivity, density, P-

wave velocity, depth 

805 records (dataset 

derived from drill logs 

during subway 

construction) 

Both studies use the same (or similar) 

datasets, which ensures the comparability 

of results. 

Data preprocessing 

Using LabelEncoder to 

encode the target 

variable, standardization 

with StandardScaler 

Missing value 

imputation methods, 

class balancing (e.g., 

SMOTE) are used 

Our approach emphasizes feature scale 

unification, whereas the paper focuses on 

dealing with omissions and class 

imbalances. 

Algorithms used 

Hybrid model: 

RandomForestClassifier 

(weight 0.8) + 

MLPClassifier (weight 

0.2) 

Comparison of several 

machine learning 

algorithms (e.g., DT, 

SVM, ANN, 

ensemble methods) 

Our model combines two algorithms with a 

weighting scheme to amplify the strengths 

of each, while the paper conducts a 

comparative analysis of the individual 

models. 

Performance 

indicators 

Achieved 96.07% 

accuracy 

Classification 

accuracy in the range 

of 92-95% (depending 

on the algorithm used) 

The hybrid approach allows a slight 

increase in accuracy by combining the 

predictions of the two models, which 

demonstrates its advantages. 

Practical 

contribution 

High stability of 

predictions, improved 

detection of complex 

nonlinear dependencies 

Broad comparison of 

different methods, 

providing an overview 

of the possibilities for 

automating 

classification. 

Our method further demonstrates the 

practical application of a hybrid ensemble 

that can compensate for the shortcomings 

of individual models. 

   Source: Aydın, et al. [11]. 

  

Thus, the comparative analysis shows that our hybrid model using the combination of RandomForestClassifier and 

MLPClassifier improves the accuracy and robustness of predictions (96.07% vs. 92-95% in the study of  Aydın et al. [11] 

and complements the results of previous studies by integrating the strengths of ensemble methods and neural networks. This 

approach provides a more robust and practical solution to the soil type classification problem, which is important for 

engineering and agricultural applications. 

 

7. Implications of the Study  
In this paper, a hybrid machine learning model combining Random Forest and Multilayer Perceptron (MLP) algorithms 

for soil type classification is proposed. The developed approach achieved high prediction accuracy (96.07%), which 

demonstrates the effectiveness of the combination of ensemble methods and neural networks in analyzing soil characteristics. 

In the course of the study, a comparison with alternative methods such as XGBoost and Keras was carried out, confirming 

the advantages of the proposed model in stability and prediction accuracy. 

Literature analysis has shown that modern research is actively developing hybrid approaches in soil classification using 

model ensembles and deep neural networks. However, there are still unsolved problems related to the interpretability of 

models, the need for large labeled datasets, and the optimization of computational costs. The introduction of transfer learning 

and synthetic data generation methods may be a promising avenue for further research. 

Further optimization of the proposed model is planned in the future by selecting hyperparameters, expanding the dataset, 

and using additional soil characteristics. In addition, the integration of the model with geographic information systems (GIS) 

and remote sensing can significantly increase the accuracy and applicability of the developed method in agriculture, 

construction, and ecology. 
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