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Abstract 

Pneumonia is a potentially fatal respiratory infection affecting a significant portion of the population, particularly in areas 

with high pollution, overcrowding, poor sanitary conditions, and limited healthcare infrastructure. Pneumonia typically leads 

to pericardial effusion, a condition in which fluid fills the chest and causes breathing problems. Timely and accurate diagnosis 

of pneumonia is vital for effective treatment that improves the probabilities of survival. Specialists can detect pneumonia 

manually, but the process is time-consuming and prone to human error, making it inefficient for processing huge volumes of 

images. Automated detection systems for pneumonia can significantly streamline this process. This study investigates the 

power of deep learning to develop predictive models for accurate pneumonia detection using chest X-rays. It examines the 

impact of several factors on classification accuracy using ResNet-50 and Inception V3 as deep feature extraction models. 

These factors include the effect of applying four common image filters on classification accuracy, the influence of using a 

dropout layer, and the impact of employing different classifiers, i.e., Support Vector Machine (SVM), Random Forest (RF), 

and Naïve Bayes (NB). The findings reveal that, although the results across all models and filters were comparable, ResNet-

50 combined with SVM scored the highest accuracy of 98% when using the Gaussian filter. Similarly, Inception V3 with 

SVM provided high classification accuracy, achieving 98% with both the Gaussian filter and the original data. However, the 

performance of the Median filter (using Skimage) showed improvement with Inception V3 compared to ResNet-50. These 

findings underscore the importance of selecting suitable image filters and deep learning models to optimize classification 

performance. Moreover, SVM consistently outperformed both RF and NB across all datasets, confirming its effectiveness as 

the most reliable classifier in this context. 
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1. Introduction 

Pneumonia is a major global health concern, responsible for high mortality rates worldwide. It is one of the most common 

types of viral infections [1] caused by viruses or bacteria that compromise lung function [2, 3]. It is a leading cause of death 

among children; 99% of deaths in children who are under 5 years of age [4] as well as among the elderly (over 65 years) in 

developed countries [5-7]. According to the statistical data and key facts about the pneumonia that was issued on October 3, 

2023, it says that there are around one billion cases of seasonal pneumonia annually, including 3 to 5 million cases classified 

as severe illness [4]. Moreover, it is estimated to cause between 290.000 to 650.000 respiratory deaths annually [4]. 

Approximately 7% of the world population is infected by pneumonia each year and an estimated 4 million deaths [8].  

Recently, the outbreak of the new SARS-CoV-2 virus has caused a great deal of chaos around the world. Today, there 

are more than 702 million confirmed cases of the virus worldwide, resulting deaths of people about 6.9 million [9]. In most 

cases, SARS-CoV-2 causes pneumonia [10]. At times, medical systems in most countries become overwhelmed by the large 

numbers of infected patients [11]. In light of these challenges, rapid and reliable pneumonia diagnosis is essential for timely 

treatment and better outcomes. 

Standard diagnostic tools for diagnosing pneumonia include chest X-rays (CXRs), CT, MRI, chest ultrasound, etc. [12]. 

Although chest X-ray is less sensitive in detecting pneumonia compared to other diagnostic tools i.e., chest CT and chest 

ultrasound [13, 14] but it is still considered a good tool for the diagnosis of pneumonia based on the guidelines of most 

clinical worldwide [15]. Furthermore, using chest X-ray machines are not expensive [13], faster to scan, available in most 

clinical, and compared to CT scans, chest X-ray machines have low radiation doses [15-17].  

For highly effective treatment, accurate and early detection of pneumonia is critical. However, developing an accurate 

and timely detection system for pneumonia requires large volumes of labeled data, which cannot be easily available. Despite 

the availability of the current technology using radiological criteria and data, it requires specialists/ physicians to distinguish 

abnormalities, which is a challenging task. Therefore, it consumes physicians' time and efforts, and is prone to human error 

[18]. The data need to be labeled as well, whereas the available labeled images are limited [2]. 

In recent years, automated classification of medical images has witnessed tremendous growth in the healthcare field [19]. 

The automated process aims to detect pneumonia from medical images. Deep learning techniques, particularly convolutional 

neural networks (CNNs), have shown great promise in automating medical image classification [19]. These methods 

outperform traditional approaches by leveraging large datasets and advanced feature extraction capabilities [20-22]. 

Medical classification tasks are conducted using CNNs and ML algorithms [23]. CNNs excel in extracting features from 

diverse and complex images. The results achieved using CNNs for medical images benefit from advances in GPU hardware 

and transfer learning techniques in addition to the availability of labeled data. CNNs can be designed to extract features from 

chest X-rays to detect pneumonia and then used in classification accuracy [24]. The CNN model is able to accurately and 

timely classify pneumonia [25]. Hence, pneumonia can be treated at an early stage. Furthermore, DL will help to diagnose 

pneumonia in less time and minimize errors that may occur when diagnosed manually by experts. However, DL can work on 

large sizes of datasets [24, 25]. 

This research proposes a method to improve pneumonia diagnosis by implementing Deep Learning (DL) architectures 

enhanced with the Dropout regularization technique and four commonly used image filters: Gaussian, Bilateral, Median 

(Skimage), and Median using OpenCV filters. These filters are applied to reduce image noise and enhance feature visibility 

for more accurate classification [26, 27].  

While most existing studies focus on CNN architectures and training strategies, few have examined the impact of image 

filters on CNN performance in medical image classification tasks [28]. In this study, we investigate the effect of preprocessing 

images using these filters before feeding them into a CNN for classification. The operator of Gaussian filter suppresses noise, 

therefore the edges of the image are smoothed, which affects edge detection accuracy [26]. While bilateral filter smooths 

images while preserving edges [27]. The following filters: Gaussian, Bilateral, Median using Skimage, and Median using 

Opencv are applied on the original images that results four new datasets to be classified. 

In this research, features will be extracted from X-ray images using two well-known DL models, i.e., ResNet50 and 

Inception V3. In addition, four filters are applied to the original X-ray images; this is to investigate their influence on 

classification accuracy. Features are extracted from both the original chest X-ray images and the four additional datasets 

generated through the four image filters. The features are then classified using three Machine Learning (ML) algorithms: 

Support Vector Machine (SVM), Random Forest (RF), and Naïve Bayes (NB). 

The proposed model is trained on augmented data to enhance generalizability, and a pooling layer is integrated into the 

proposed model architecture to reduce dimensionality. Then, a dropout layer (a regularization technique) is applied during 

model creation in some experiments of this study to prevent overfitting and improve the generalization ability of the model. 

Dropout is also excluded in some other experiments to measure its influence on classification accuracy as well. 

At the final stage of the model, a single dense layer is employed to perform binary classification. This layer facilitates 

the generation of more compact and discriminative feature representations, helps mitigate overfitting, and improves 

classification accuracy. The use of a single dense layer also ensures consistency in the output dimensions across different 

CNN models (ResNet-50 and Inception V3) and filter configurations used in the study. 
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The key motivation for conducting this study is the urgent need to enhance pneumonia detection, a fundamental challenge 

in modern medicine that needs a very accurate and quick diagnosis. Traditional methods for diagnosing pneumonia usually 

rely heavily on expert knowledge for manual image interpretation, which is labor-intensive, time-consuming, and prone to 

human error, especially when dealing with large sizes of imaging data. Also Furthermore, according to publicly available 

statistical reports, pneumonia is increasing significantly since last five years [11]. limited number of studies investigating the 

role of image filters in pneumonia detection using chest X-rays provides additional motivation for this work, as it offers new 

insights to the existing body of literature. This research attempts to automate the pneumonia detection using DL techniques, 

particularly using Resnet50, and Inception V3. If it was successful, this approach could lead to earlier interventions, improved 

diagnostic accuracy, and reduced dependency on manual analysis. Ultimately, patients with pneumonia will benefit from this 

research, and the medical imaging analysis field will improve as a result. The potential impact of this research is important, 

as it has the potential to contribute to the establishment of effective and reliable tools for the healthcare providers [29]. The 

public availability of chest X-ray datasets further enables the development and validation of classification models, reinforcing 

the motivation behind this study to deliver a practical, accurate solution for pneumonia diagnosis [24].  

The following contributions have been achieved through the development of the proposed model: 

● A comprehensive framework integrating multiple processes for feature extraction, leveraging four image filters and 

data augmentation techniques, has been proposed to enhance classification results. 

● A refined model architecture incorporating dense and Dropout layers to improve generalization and reduce overfitting. 

● An extensive comparative analysis of the proposed model against various state-of-the-art methods using real-world 

datasets. 

● Systematic evaluation of the data augmentation effect on classification accuracy. 

● Assessing the impact of four distinct image filters on the accuracy of pneumonia classification. 

The aim of the research can be accomplished by considering a number of objectives, as follows. 1) To develop a model 

that detects pneumonia based on X-ray images. 2) To investigate the performance of deep features and the efficacy of the 

machine learning classifiers on the reliably extracted features. 3) To evaluate the effect of the dropout layers on classification 

accuracy. 4) To verify whether improved accuracy results can be achieved by augmenting the sizes of the training datasets, 

and to examine the effect of four filters used on the X-ray images on classification accuracy. 

The limitations of the study can be presented as follows. 1) The available studies on pneumonia detection. 2) It is 

challenging to find studies that investigate the effect of image filters on the results for pneumonia detection. 3) Limited studies 

have considered the efficiency performance of CNNs on filters like Median using OpenCV or Median using Skimage. 4) A 

detailed comparison of available studies shows that most of the applied datasets are unbalanced and very limited, providing 

unreliable results and presentation methods that are not suitable for widespread use. 

The rest of the paper is organized as follows: In Section II, the most related works are reviewed. Section III presents the 

methodology. Experimental results are discussed in Section IV. Lastly, Section V provides the conclusion of the research. 

 

2. Related Works  
Over the past years, a number of studies have been conducted using different technologies to classify health images. 

Some of these studies were designed based on deep learning strategies, proposing methods to diagnose pneumonia utilizing 

chest X-ray images. For example, the researchers in Rajpurkar et al. [30] designed an approach named CheXNet. Their 

approach was trained on a dataset containing 14 different diseases; they applied their approach to 420 chest X-ray images. 

Their results in detecting pneumonia showed that deep learning achieved high average performance when compared to the 

performance of a radiologist. Researchers in Wu et al. [31] conducted a study to detect pneumonia using adaptive median 

filtering of CNN based on the Dropout layer, which was used to extract deep activation features from each chest X-ray image. 

They then employed a random forest. Adaptive filtering was applied to eliminate noise from the image, which would improve 

accuracy and facilitate the detection process. The Dropout layer was used for the CNN model with two layers. In order to 

improve the classification accuracy of convolutional neural networks, the researchers found that more preprocessing using 

adaptive filtering is needed. Additionally, a large dataset with labels is required for training data to improve accuracy. As a 

result, they found that transfer learning (TL) is proposed to solve the problem of the learning cost required for CNN 

architecture. Therefore, the use of transfer learning has become a very popular method, as it allows the CNN model to achieve 

high performance, minimize costs, and require less input [32]. The researchers in Ayan and Ünver [33] conducted a study 

using Xception and VGG-16 to fine-tune transfer learning. As the Xception design was changed by having two new fully 

connected layers and multiple output levels with the SoftMax activation. In theory, the base layer of the channel contains 

important information and potentially significant information. The first part of the eight-layer VGG-16 architecture was 

discontinued, and the fully connected layers were changed. This showed that the test time for the VGG-16 became 16ms and 

20ms for the Xception per image.  

The researchers in Chouhan et al. [34] conducted a study using InceptionV3, ResNet18, and GoogLeNet. The diagnosis 

for the images was designed as follows: classifiers were merged, then they used votes for the high proportion of the outcomes. 

This enhanced the test period, which required 161 milliseconds per image. So, the accuracy was enhanced in detecting the 

pneumonia. Transfer learning techniques are also used in Rahman et al. [35] on ImageNet to classify images based on 

pneumonia using four pre-trained CNN architectures. They conducted their study to classify chest radiography images using 

three classification strategies. 

Few studies have investigated the influence of image’ filters on CNN performance for medical image classification tasks, 

therefore, most of studies are focusing on CNN architectures and training methodologies when conducting their studies. The 

researchers in Das et al. [36] used preprocessing steps before feeding the images into a CNN for the classification task. These 
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filters included median and Gaussian filters. Their findings demonstrated that using the right filters may greatly increase 

classification accuracy. While the researchers in Monani et al. [28] investigated the effect of filters on the CNN performance 

using different filters like the Median filter, the Gaussian filter, the Adaptive median filter and the Wiener filter for medical 

image classification. They conducted the model on the publicly available datasets: Malaria, pneumonia and blood cell 

datasets. They found that the Wiener filter showed best performance for the malaria and pneumonia classification task with 

an accuracy of 96.57% and 96.93%, respectively. Whereas the Gaussian filter scored a high accuracy of 97.79% for Blood 

cell classification.  

Various studies focused only on classification accuracy without considering preprocessing, dense layers, dropout layers, 

or the influence of using filters in their investigations. For example, the study in Ahuja et al. [37] conducted on ResNet18 

based on dataset size contains 349 chest X-ray images. Their aim was to classify X-ray images as either pneumonia or non-

pneumonia. The results showed a high accuracy of 99.4%; this was due to the small dataset size used in their study. 

Meanwhile, the authors in Kini et al. [38] conducted their study using VGG16 on a dataset containing 12,146 CT scans. In 

their study, they detected a number of issues from healthy cases and non-healthy cases, with pneumonia being one of them. 

The results showed high classification accuracy when detecting pneumonia. The authors in Li et al. [39] conducted a study 

using VGG16 on a dataset containing 7,000 X-ray images. They achieved classification on three classes (i.e., COVID-19, 

infected by pneumonia, and non-infected by pneumonia). Their results showed an accuracy of 93.57%. The researchers in 

Luz et al. [40]  implemented the classic ImageNet dataset such as ResNet and VGGs. Although its presentation as a small 

partition may negatively affect other common architectures such as ResNet and VGGs, their results achieved a high accuracy 

of 93.9%. 

The researchers in Shah and Shah [41] conducted a study using DenseNet 121 on dataset contains 112,120 chest X-ray 

images. Whereas the images were resized into 224 × 224 and normalized using metrics from the ImageNet16 training dataset. 

Their aim is to detect pneumonia/non-pneumonia images from (14 classes including other lung disorders), whereas the images 

in the classes were quite unbalanced. The results showed an F1-score of 0.435 and an accuracy of 0.76 when tested 420 

images. One of the studies that utilized of using deep-learning models in the field of detecting pneumonia using X-ray images 

is in Barhoom and Abu-Naser [42]. They used number of CNN architectures like: CNN1, CNN2, DensenNet_121, VGG-16, 

Resnet_50, and Inception_V3 to extract features. Researchers in Chhabra and Kumar [43] proposed an efficient convolutional 

neural network based on mutual learning of Resnet-50 network for pneumonia detection using the restorative image method. 

The dataset is imported from Kaggle-based open-source dataset. They used MobileNet architecture to detect pneumonia/non-

pneumonia classes based on dataset contains 5863 chest X-ray images. They applied the necessary changes in the updated 

manuscript. 

To sum up, previous studies have proposed a variety of methods, often focusing on architectural design or transfer 

learning. In contrast, this study evaluates two pre-trained CNN models, namely ResNet-50 and Inception V3, while also 

incorporating data augmentation, dropout regularization, and four different image filters. The results of this study are 

promising and provide a modest improvement over the current state of the art. 

 

3. Methodologies 
This section explains the following subsections. Dataset and data augmentation, filters and dropout layer, pneumonia 

prediction using CNNs models, performance measures, and the proposed method.  

 

3.1. Dataset and Data Augmentation 

To achieve reliable performance, a large number of images is typically required to ensure optimal training of pre-trained 

CNN models. However, since a large size of dataset is not available, the techniques of data augmentation is considered to 

increase the size of the training dataset artificially (i.e. chest X-ray images) and introduce diversity in data. Data augmentation 

is implementing a set of changes to the original images, and it is used in this study to train the pneumonia class images that 

will increase the dataset size, which makes the proposed model more generalizable and robust under diverse conditions. Table 

1 shows total size for data after data-augmentation, this is to enhance the ability of the model to classify pneumonia class of 

non-pneumonia class. Data augmentation was not applied to the test images and validation dataset. Data augmentation types 

used in this study are illustrated in Figure 1, which include: 1) Randomly rotates the image within a specified range (up to 20 

degrees in this case). 2) Width Shift: Shifts the image horizontally by a certain fraction of the total width (up to 20%). 3) 

Height Shift: Shifts the image vertically by a certain fraction of the total height (up to 20%). 4) Shear: Applies shear 

transformations, which slant the shape of the image (up to 20%). 5) Zoom: Randomly zooms into images (up to 20%). 6) 

Horizontal Flip: Randomly flips the images horizontally. 

In our experiments, the pre-trained models used included ResNet50 and Inception v3. They were applied on chest X-ray 

datasets images that contain 5840 images. The dataset was imported from Kermany [3] and the images are grouped as follows: 

training (PNEUMONIA: 3875, NON-PNEUMONIA: 1341), and Test dataset (PNEUMONIA: 390, NON-PNEUMONIA: 

234). 

The total experiments conducted in this study is 144 experiments, which are as follows: (CNN models) * 6 (data 

augmentation) * 4(filters) * 3(Classifiers). 

 

3.2. Filters and Dropout Layer 

Four filters are used to reduce image noise and smooth images. Each has its own equation, as illustrated next. Figure 2 

shows the influence of filters on the original image. A "hot" color map (hot CMap) is demonstrated in Figure 2, and it typically 

ranges from black to red, yellow, and white, displaying lower to higher values of the difference from the original images for 



 
 

               International Journal of Innovative Research and Scientific Studies, 8(3) 2025, pages: 2817-2833
 

2821 

each filter type. The hot CMap helps visualize where the changes (due to the blurring filter) have been performed in the 

image. More investigation is needed on the hot color map to find its influence on detection. 

 

3.2.1. Gaussian Filter 

This filter is a linear filter that is used to reduce noise or to create a smoothing effect on an image by averaging pixels 

within a neighborhood, where the weights are determined by a Gaussian distribution, and it is known as Gaussian Blur [44-

46]. In general, it softens the image, reduces fine details, and blurs edges. Equation 1 displays the formula of the Gaussian 

filter. 

𝐺(𝑥, 𝑦) =
1

2𝛿2
 . 𝑒𝑥𝑝

(− 
𝑥2+𝑦2

2𝛿2 )
 

 

(1) 

Where: x and y are the pixel coordinates relative to the center of the filter (usually the center is at (0,0)). While σ is the 

standard deviation of the distribution for the spread (blur intensity) of the Gaussian filter. 

 
Table 1.  

The total Size for training data after Data-Augmentation. 

Data Type Pneumonia Non-Pneumonia Total 

Original Training Data 3875 1341 5216 

Augmented Training Data 23250 8046 31296 

 

3.2.2. Bilateral Filter 

It is a non-linear filter that preserves edges while smoothing and reducing noise. It considers both spatial distance (how far 

apart pixels are) and intensity difference (how similar the pixel values are) when calculating the average [47]. In general, 

smooths the image while preserving edges. Equation 2 displays the formula of the bilateral filter. 

𝐼′(𝑥, 𝑦)

=
1

𝑤𝑝

∑ ∑
𝑒𝑥𝑝

(− 
(𝑥−𝑖)22+(𝑦−𝑗)2

2𝛿2 ) ∗
𝑒𝑥𝑝

(− 
(𝐼(𝑥,𝑦)−𝐼(𝑖,𝑗)2

2𝛿2 ) ∗
𝐼(𝑖, 𝑗)

𝑘

𝑗=−𝑘

𝑘

𝑖=−𝑘

 

 

 

(2) 

Where:   

● I′(x,y): it is the value of filtered (output) data in pixel at position (x,y).  

● I(x,y): is the input value in pixel at position (x,y). 

● I(i,j): is the pixel value at a neighboring pixel (i,j). 

● Σs: is the spatial standard deviation, controlling the extent of the spatial window (how far neighbors influence 

each other). 

● σr: is the range standard deviation, controlling how much pixel value differences influence the weighting. 

● Wp: It is a normalization factor to ensure that the sum of the weights equals 1, as illustrated in Equation 3. 

𝑤𝑝= ∑ ∑
𝑒𝑥𝑝

(− 
(𝑥−𝑖)22+(𝑦−𝑗)2

2𝛿𝑑
2 ) 

𝑒𝑥𝑝
(− 

(𝐼(𝑥,𝑦)−𝐼(𝑖,𝑗)2

2𝛿𝑟
2 ) 

𝑘

𝑗=−𝑘

𝑘

𝑖=−𝑘

 

 

(3) 

Where: K defines the size of the filter kernel (usually a square matrix with a side length of 2K+1) 

 

3.2.3. Median Filter Using Skimage 

It is a nonlinear filter and works by replacing the pixel value with the median of its neighbors. It is particularly effective 

at removing salt and pepper noise. It preserves edges better than linear filters (such as Gaussian) because it does not blur the 

image as much. The window size determines the amount of smoothing applied (larger windows remove more noise but 

increase blur) [48, 49]. 

Given an image I, the median filter replaces each pixel at position (x,y) with the median of the pixel values in a window 

of size 2k+1 centered at (x,y). In general, it removes salt-and-pepper noise. Equation 4 displays the formula for the median 

using the skimage filter. 

Iout(x,y)=median(I(x+i,y+j))   for i,j ∈ [−k,k] (4) 

where: 

● I(x,y): it is the pixel value at (x,y). 

● Iout(x,y): is the output pixel value at (x,y). 

● The neighborhood values: defined by the window of size 2k+1 centered around (x,y). 

● Median (⋅): it computes the median of the pixel values in the window. 

3.2.4. Median Filter using OpenCV 

This filter is used to remove noise, especially salt and pepper noise. It replaces the pixel value with the median value of 

the neighboring pixels. It is significantly improved and faster compared to the Skimage implementation, especially for larger 

images. The main difference is that the OpenCV implementation allows you to specify the kernel size, which affects the size 

of the local neighborhood for the median calculation [49-51]. In general, reduces noise while maintaining edges. Equation 5 

displays the formula of Median using the OpenCV filter. 

Iout(x,y)=median({I(x+i,y+j) ∣i,j∈[−k,k])) (5) 
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Where: 

● I(x,y): it is the pixel value at position (x,y) of the input image. 

● Iout(x,y): is the output pixel value at location (x,y). 

● K: half the size of the kernel (e.g., for a 3×3 kernel, k=1). 

● Median (.): it computes all the pixel values in the neighborhood window, and is a square of size (2k+1)×(2k+1). 

Despite the equations for median using skimage and median using opencv are the same but the differences lie in the 

implementation as follows [49-51]: 

● Skimage: The size and shape of the neighborhood pixels are specified by e.g., square (), disk (). This means it requires 

a neighborhood parameter (e.g., square (3)) for the function API, and this makes it more flexible in terms of 

neighborhood shapes 

● OpenCV: The kernel size must be an odd single integer (e.g., 3, 5, 7, etc.), and it represents a square kernel. This means 

that it only requires the kernel size as a parameter, and this makes it less flexible in terms of neighborhood shapes. 

 

3.2.5. Dropout layer 

A dropout layer is known as a regularization technique that used in neural networks to prevent overfitting during training. 

It works by dropping a random portion of neurons into a layer during each training iteration. This lets the network to depend 

on different subsets of neurons, producing the model more robust and preventing it from over-relying on any one neuron or 

feature [52]. The next points explain how it works: 

● For each iteration during training, the Dropout layer randomly drops neurons out, which means it sets a fraction of 

the input units to zero. 

● The remaining neurons will be scaled up to ensure that the expected output remains the same. 

● During testing (or inference), no neurons are dropped out. Instead, the network uses all neurons. 

 

3.3. Models for Pneumonia Prediction Using CNNs 

A pre-trained CNN model is designed to be trained on a variety and large dataset of images, and this data is then saved 

for the purposes of the classification process, which known as a network. The output of CNN model is extracted features for 

an input image (i.e. chest x-ray images). The main goal of feature extraction is to obtain essential features with distinct 

valuable information [53, 54]. In this study, the features are extracted using the pre-trained Resnet50 and Inception V3. 

Each of CNNs used in this study (i.e., ResNet50 and InceptionV3) has distinct architecture, philosophies, and strengths. 

The difference between these two models is that the ResNet50 is used for deep networks with complex features. However, 

InceptionV3 is used for applications that require efficiency and saving in computations without sacrificing much accuracy. 

In the following paragraphs, a detailed explanation of each of the CNN model structures used in the study is provided [55-

57]. 

ResNet 50 is considered one of the most powerful deep neural networks. ResNet has achieved outstanding performance 

results in the 2015 ILSVRC Classification Challenge. Additionally, ResNet 50 has shown high efficiency in detection tasks. 

Both ResNet 50 and Inception v3 architectures have different variations, all using the same fundamental idea, but employing 

different parameters, numbers of layers, as well as different input sizes [55-57]. 

Table 2 shows information about CNN models that used in the study. The assumed input size for Reset50 is 224×224×3. 

Each residual block has three convolutional layers: 1×1, followed by a 3×3, and then 1×1 convolutional layers. The 1×1 

convolutional layers are used to reduce the dimensionality before the 3×3 and then recover it afterwards. This design 

maintains the flow of information while managing the model complexity. The architecture is designed to allow a deeper 

network of 50 total layers, using skip connections to combat the disappearing gradient problem, and consisting of multiple 

convolutional layers, and batch normalization, and ReLU, pooling, FC layers. Using convolutional layers (1×1) allows for 

efficient computation and to improve training performance [55].  

InceptionV3 is developed by Google, which uses a composite scaling method. It is goal to optimize the computational 

efficiency while achieving high performance. The assumed input size for Inception v3 is (299×299×3). Inception has 48 

layers that includes convolutional layers, pooling, activation layers, batch normalization, and FC layers. It has approximately 

23 million, the larger of the parameters number indicate to the more complex the model; it also means the model requires 

more memory and computation. All dimensions of the network (depth, width, and resolution) are scaled uniformly to fit a 

specific resource constraint. The model uses a combination of convolutions with multiple kernel sizes (e.g., 1x1, 3x3, 5x5) 

in parallel in the same layer, which allows the model to efficiently learn features at different scales without excessively 

increasing the number of parameters. It utilizes factorized convolutions like 3x3 and 1x1 convolutions, which reduce 

computational complexity and the number of parameters while still extracting useful features [55-57].  

The output layer of each model consists of 1000 neurons, producing a distribution over 1000 classes. Each output neuron 

will correspond to one of the classes in the dataset [55-57]. 

 
Table 2. 

 The CNN models descriptions used in this study. 

CNN # of Layers Parameters (millions) Input Output 

ResNet50 50 ~25.6 224×224×3 1000 

Inception V3 48 ~23 299×299×3 1000 
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3.4. Research questions and Performance Measures  

The analysis of this research will be achieved based on two research questions as follows.  

First question (RQ1): To what degree will the extracted features using image filters based on optimized CNN models 

(ResNet50 and InceptionV3, which are applied in this research), Dropout layer, Dense layer, and data augmentation influence 

the enhancement of automated detection of pneumonia? This question intends to demonstrate the effect of the proposed 

method on classifying the input data based on images as infected or non-infected. 

Second question (RQ2): To what degree will the proposed method be comparable to the most recent and relevant 

researches in pneumonia? This question measures the efficiency of the proposed method when compared to searches have 

been conducted in pneumonia.  

A confusion matrix is used for measuring the performance of the proposed model. Based on the predictions, the confusion 

matrix displays the accurate instances of the model that aim to predict a class label for each instance. The values in confusion 

matrix range between [0-1]. Next, the explanation for metrics used in the evaluation as follows [58, 59]:  

Accuracy is one of the most significant measures for evaluating the model performance. The ratio of total correct 

instances to total instances is calculated. Equation 6 shows the equation for accuracy.  

Accuracy=(TP+TN)/(FP+FN+TP+TN) (6) 

Precision is the percent of TP to the total of TP and FP. It measures the accuracy of the model's positive predictions. 

Equation 7 illustrates the precision equation. 

Precision=TP/ (TP+FP) (7) 

Recall is the percent of TP to the total of TP and FN. It measures how well a model can identify all relevant instances from 

a given dataset. Equation 8 illustrates the recall equation. 

Recall=TP/(TP+FN) (8) 

F1score: it is to find the overall performance of the model. It is considered as the harmonic value between recall and precision. 

Equation 9 illustrates the F1score equation. 

F1meature=2(Precision*Recall)/(Precision+Recall) (9) 

Where: (TP) denotes to true positive class, (TN) denotes to true negative class, (FP) denotes to false positive, and (FN) 

denotes to false negative class. 

 

3.5. Proposed Method 

This section describes the proposed models processes in three blocks as shown in algorithm 1 and Figure 3, as follows: 

 

3.5.1. First Block 

Step One. Import the Chest x-ray images. 

Step Two. Four filters were implemented on the original images. It seems we have five datasets: 1) original images; 2) 

Gaussian filter images; 3) Bilateral filter images; 4) Median using Skimage filter images; 5) Median using OpenCV filter 

images. 

Step Three. Al the images were entered into set of pre- processing including the images from the original dataset and 

images after implementing filters, as follows: 

i. Resize images to 224x224 pixels. The images are resized to the input size expected by ResNet50/Inception v3. 

ii. Data augmentation is applied to the training images, which includes: 

● Rotation: Random rotations of the image by up to 20 degrees. 

● Width Shift: Random shifts of the image in the width direction. 

● Height Shift: Random shifts of the image in the height direction. 

● Shearing: Random shearing transformations. 

● Zooming: Random zooming of the image. 

● Horizontal Flip: Random horizontal flipping. 

● Normalization. A normalization is used in both of the models (Resnet50 and Inception v3), which is applied 

before feeding the data into the model. This involves scaling pixel values from [0, 255] to the range [-1, 1] and 

subtracting ImageNet mean values for each RGB channel. 

3.5.2. Second Block 

Step Four. Fine tuning the model during training for pneumonia and non-pneumonia data. The model is fine-tuned by 

adding the following layers.  

i. Dropout Layer 

ii. Dense Layer 

Step Five. Feature Extraction: After preprocessing and fine tuning the model, the features were extracted using the 

models from the images. Each model is used separately. 

3.5.3. Third Block 

Step Six. Evaluate the model using Classifiers SVM, Random Forest, and Naive Bayes. The metrics used in the 

evaluation are accuracy, precision, recall, F1 score. 

The pooling layer is used for dimensionality reduction. Flatten is used to convert a multi-dimensional output of the final 

pooling layer (3D tensor of shape: height, width, depth), which is the output of ResNet50/Inception v3, and reshapes it into 

a 1D vector so that it can be passed into a dense layer. Meanwhile, Dropout is used to prevent overfitting during training. 

By randomly dropping a fraction of the neurons during each training iteration, it encourages the model to learn more 

robust features that are not overly reliant on any specific set of neurons. This enhances the ability of the model to generalize 

https://www.geeksforgeeks.org/precision-recall-and-f1-score-using-r/
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to new unseen data. While dense layers are used in the model that aggregates features extracted from previous layers to 

produce a final output that reflects the input's classification. Batch normalization (BN) is included in the architecture of the 

model to stabilize and accelerate training. 

 

 
Figure 1.  

Data-Augmentation types used in the study. 
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Figure 2.  

Filter used in the study. 
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Figure 3.  

The proposed Model. 

 

4. Experimental Results and Discussions 
This section explains the results of the study represented by answering the two research questions. In the first research 

question, the results of using four different image filters plus the original datasets (total: five datasets) using the optimized 

pre-trained models i.e., ResNet 50 and Inception V3 separately. Each has included Drop layer, Dense layer, as well as using 

different data-augmentation operations will be discussed. While the second question presents the comparison between the 

results with the most relevant and recent works from the literature. The following metrics will be used for evaluation purposes: 

Accuracy, Precision, Recall, and F-score. The next sub-sections present the results for each question. 

 

4.1. First Research Question (RQ1) 

4.1.1. Results Of Resent 50 Using Dropout 

Table 3 displays the results of Recent 50 using Dropout for five datasets: Original dataset, Gaussian filter, Bilateral filter, 

Median Using Skimage Filter, and Median Using OpenCV Filter. The results showed that the Gaussian filter achieved higher 

results compared to the results of other datasets. The high results of the Gaussian filter are in favor of SVM compared to 

other classifiers that scored accuracy (0.975), precision (0.984), recall (0.982), and F1 score (0.983). The second-highest 

results are from the Bilateral filter in favor of SVM for the accuracy of (0.967). The results for Median Using Skimage Filter 

were the lowest. 

The research in El Asnaoui et al. [60] presented a comparison of results between a set of CNN architectures used for the 

classification of pneumonia images. In their study, the CNNs included: VGG-16, VGG-19, Densenet_201, 

Inception_Resnet_V2, Inception_V3, Resnet_50, Mobilenet_V2, and Xception. They conducted their study on 5,856 images 

(4,273 pneumonia and 1,583 normal). They did not investigate the effects of dropout or data augmentation on the results, nor 

the effect of using different classifiers; they used softmax only. Therefore, we used the following classifiers in our model: 
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SVM, RF, and NB. They concluded that the fine-tuned versions of Resnet50, MobileNet-V2, and Inception-Resnet-V2 

showed high accuracy for training and validation data (above 96%). However, it was different for CNNs such as Xception, 

VGG16, VGG19, Inception-V3, and Densenet-201, which showed low accuracy (less than 84%). We align with their results 

in terms of achieving high accuracy when using Resnet 50; the results were particularly high for the Gaussian filter. 

 

4.1.2. Results of Recent 50 without Dropout 

Table 4 displays the results of Recent 50 without Dropout for five datasets: Original dataset, Gaussian filter, Bilateral 

filter, Median using Skimage Filter, and Median using OpenCV Filter. The results showed that the Gaussian filter achieved 

high results compared to other datasets. The high results of the Gaussian filter are in favor of SVM compared to other 

classifiers that scored accuracy (0.975), precision (0.993), recall (0.973), and F1 score (0.983). The second-highest results 

are from the Bilateral filter in favor of SVM for an accuracy of (0.97). The lowest performance was for the Median using the 

Skimage Filter. 

In general, the results indicate that there is a positive influence when not using the Dropout layer based on ResNet 50. It 

is still necessary to conduct further investigation on Dropout, as it is recommended to be used to prevent overfitting [61]. 

Algorithm 1 Features extraction from the models: ResNet50/ Inception V3 

Input: Chest x-ray images. 

Output: Classification results including accuracy, precision, recall, and F1 score. 

1. 1. Process start 

2. 2. Import the dataset (Chest x-ray images). 

3. 3. Apply the following filters to each image in the dataset based on the original dataset (i.e., Gaussian Filter, Bilateral Filter, 

Median Filter using skimage, Median Filter using OpenCV). 

4. 4. Resize each image to 224x224 pixels. 

5. 5. Apply Data augmentation to the training images (i.e., Rotation rotations, Width Shift Randomly in the width direction, Height 

Shift Randomly in the height direction, Shearing Randomly, Zooming Randomly, Horizontal Flip Randomly, and Normalize the 

data before send them to the models (Resnet50 and Inception v3. 

6. 6. Add a Dropout Layer to the model to reduce overfitting. 

7. 7. Add a Dense Layer for classification at the final layer of the network. 

8. 8. Use both separately: (ResNet50 and Inception V3) are used to extract features from each image in the datasets: (i.e., Original 

dataset (no change to the image), Gaussian Filter, Bilateral Filter, Median Filter using the skimage library, and Median Filter 

using the OpenCV library). 

9. 9. Train and evaluate classifiers on the extracted features using the following models: (i.e., Support Vector Machine (SVM), 

Random Forest, and Naive Bayes 

10. 10. Evaluate each classifier based on the following performance metrics: (i.e., Accuracy, Precision, Recall, F1 Score. 

11. 11. End Algorithm 

There are a number of studies supporting the idea of using filters on the original images to enhance accuracy, such as El 

Asnaoui et al. [60]. For example, there is a study conducted by Giełczyk et al. [62] to detect pneumonia without using a 

dropout layer on the following datasets: 1) Original dataset, 2) Gaussian blur + histogram equalization, 3) Bilateral filter + 

histogram equalization. Despite some differences between our model and their model, such as the number of dense layers: in 

our model (1), but they used (3 units and 512 units). Also, regarding the classifiers, we used three classifiers, but they used 

only softmax. Increasing the number of dense layers can increase accuracy. Adding more parameters to deep learning models 

makes them more prone to overfitting because they have a higher ability to memorize training data rather than learning 

underlying patterns [61]. Their results found that the accuracy was 0.9515, 0.9877, and 0.9725 for original, Gaussian, and 

bilateral filter respectively.  

Another study was conducted to detect pneumonia in chest x-ray images [63]. In their study, the ratio of their training-

test data used is 80% to 20%. Their model is trained for 50 epochs. Increasing the number of epochs leads the model to overfit 

its training data [64]. Their results showed that the classification using a Gaussian filter scored an accuracy of 92.98%, 

precision (0.94), recall (0.92), and f1-score (0.93). For the original dataset (non-filter), the model scored an accuracy of 

91.94%, precision (0.95), recall (0.92), and f1-score (0.94). In our model, we used different classifiers, a train-test splitting 

data ratio (70% to 30%), and used 10 epochs for training the model to ensure that the results are not overfitting. In our model, 

five datasets were used; one for original data, and four for different filters applied to the original. We also used a dropout 

layer and a model without a dropout layer. 

To sum up, therefore, the results of accuracy can be enhanced when using filters and ResNet 50. There is no significant 

difference between using a dropout layer or not in the case of using ResNet 50. Our results align with the aforementioned 

studies that indicate high accuracy for the Gaussian filter compared to the non-filter. Based on that, we can conclude that 

using the right filters may greatly increase classification accuracy [28]. 

 

4.1.3. Results of Inception V3 using Dropout 

Table 5 displays the results of Inception V3 using Dropout for five datasets: Original dataset, Gaussian filter, Bilateral 

filter, Median Using Skimage Filter, and Median Using OpenCV Filter. There is no big influence of performance when using 

filters compared to non-filters (original dataset). The results were slightly similar for the original dataset and the results of 

other filters. When make a comparison between filters, Gaussian filter has best influence and scored high. The result of 

Gaussian filter is in favor of SVM compared to other classifiers that scored of accuracy (0. 9661), precision (0. 9745), recall 
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(0. 9788), and f1 score (0. 9767). The results for non-using filter are in favor of SVM (0.9764 of accuracy). 
 

Table 3. 

The Results of Resent 50 using Dropout. 

Datasets Classifiers Accuracy Precision Recall F1 Score 

Original Dataset SVM 0.9527 0.9757 0.9585 0.9671 

NB 0.9495 0.9808 0.9488 0.9646 

RF 0.9208 0.9316 0.9612 0.9461 

Gaussian Filter SVM 0.9751 0.9841 0.9815 0.9828 

NB 0.9700 0.9910 0.9673 0.9790 

RF 0.9585 0.9717 0.9709 0.9713 

Bilateral Filter SVM 0.9674 0.9807 0.9747 0.9777 

NB 0.9604 0.9892 0.9563 0.9725 

RF 0.9489 0.9651 0.9651 0.9651 

Median Using Skimage Filter SVM 0.8351 0.8254 0.9204 0.8703 

NB 0.8351 0.8154 0.9381 0.8724 

RF 0.7713 0.8302 0.7788 0.8037 

Median Using OpenCV Filter SVM 0.9700 0.9791 0.9799 0.9795 

NB 0.9687 0.9832 0.9738 0.9785 

RF 0.9540 0.9710 0.9659 0.9685 
 

Table 4.  

The Results of Resent 50 Without Dropout. 

Datasets Classifiers Accuracy Precision Recall F1 Score 

Original Dataset SVM 0.9431 0.9888 0.9320 0.9596 

NB 0.9419 0.9887 0.9303 0.9586 

RF 0.9450 0.9712 0.9523 0.9617 

Gaussian Filter SVM 0.9751 0.9928 0.9726 0.9826 

NB 0.9623 0.9963 0.9515 0.9734 

RF 0.9527 0.9592 0.9762 0.9676 

Bilateral Filter SVM 0.9700 0.9782 0.9808 0.9795 

NB 0.9617 0.9839 0.9633 0.9735 

RF 0.9534 0.9645 0.9721 0.9682 

Median Using Skimage Filter SVM 0.8351 0.8417 0.8938 0.8670 

NB 0.8351 0.8534 0.8761 0.8646 

RF 0.8032 0.8167 0.8673 0.8412 

Median Using OpenCV 

Filter 

SVM 0.9687 0.9832 0.9738 0.9785 

NB 0.9661 0.9866 0.9668 0.9766 

RF 0.9527 0.9710 0.9642 0.9676 
 

 Table 5.  

The Results of Inception V3 Using Dropout. 

Datasets Classifiers Accuracy Precision Recall F1 Score 

Original Dataset SVM 0.9764 0.9832 0.9841 0.9837 

NB 0.9770 0.9893 0.9788 0.9840 

RF 0.9681 0.9729 0.9832 0.9781 

Gaussian Filter SVM 0.9661 0.9745 0.9788 0.9767 

NB 0.9636 0.9864 0.9629 0.9745 

RF 0.9438 0.9540 0.9691 0.9615 

Bilateral Filter SVM 0.9629 0.9823 0.9668 0.9745 

NB 0.9604 0.9927 0.9528 0.9724 

RF 0.9348 0.9515 0.9598 0.9557 

Median Using Skimage Filter SVM 0.9623 0.9788 0.9694 0.9741 

NB 0.9559 0.9838 0.9555 0.9694 

RF 0.9495 0.9635 0.9677 0.9656 

Median Using OpenCV Filter SVM 0.9585 0.9737 0.9694 0.9716 

NB 0.9502 0.9811 0.9502 0.9654 

RF 0.9367 0.9493 0.9651 0.9571 
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Table 6. 

The Results of Inception v3 without Dropout. 

Datasets Classifiers Accuracy Precision Recall F1 Score 

Original Dataset SVM 0.9770 0.9919 0.9762 0.9840 

NB 0.9744 0.9955 0.9691 0.9821 

RF 0.9642 0.9728 0.9779 0.9754 

Gaussian Filter SVM 0.9674 0.9830 0.9718 0.9774 

NB 0.9591 0.9908 0.9523 0.9712 

RF 0.9495 0.9689 0.9612 0.9650 

Bilateral Filter SVM 0.9597 0.9771 0.9677 0.9724 

NB 0.9578 0.9874 0.9546 0.9707 

RF 0.9444 0.9584 0.9659 0.9622 

Median Using Skimage 

Filter 

SVM 0.9649 0.9823 0.9694 0.9758 

NB 0.9617 0.9892 0.9581 0.9734 

RF 0.9444 0.9600 0.9642 0.9621 

Median Using OpenCV 

Filter 

SVM 0.9578 0.9695 0.9729 0.9712 

NB 0.9585 0.9813 0.9616 0.9713 

RF 0.9482 0.9667 0.9624 0.9646 
 

Table 7.  

A Comparison Between the Proposed Model and Previous Studies. 

# Methodology Results Filter 

Nandi and Mulimani [67]        combination of ResNet50 and 

MobileNet 

Ensemble model: 

Accuracy_DB_1=84.35% 

Accuracy_DB_2=94.43% 

No 

It uses the model filter 

(kernels) 

Jadhav, et al. [68] LSTM Precision= 85% No 

Irfan, et al. [69] ResNet-50, Inception V3, 

DenseNet121 

DenseNet121: 

Accuracy_DB_1=71% 

Accuracy_DB_2=76% 

No 

Wong, et al. [70] Inception-ResNet-v2 Accuracy= 93% No 

Yu-Xing, et al. [71] VGG16, VGG19, AlexNet, 

ResNet18, ResNet50, Inception 

V3, DenseNet121 

ResNet18: 

Accuracy= 94.64 % 

 

 

 

No 

 

Chouhan, et al. [34] AlexNet, InceptionV3, 

ResNet18, DenseNet121 and 

GoogLeNet 

Ensemble model using five 

pre-trained different 

architectures and majority 

voting: 

Accuracy= 96% 

No 

It uses the model filter 

(kernels 

Reshan, et al. [72] Resnet_50, Resnet_152 V2, 

Densenet_121, Densenet_201, 

Xception, VGG16, Efficientnet, 

Mobilenet. 

MobileNet model: 

Accuracy_DB_1=94.23%  

Accuracy_DB_2= 93.75% 

No 

 

Manickam, et al. [73] DenseNet-169+SVM, VGG16, 

RetinaNet + Mask RCNN, 

VGG16 and Xception, 

ResNet50 model: 

93.06% accuracy 

No 

 

Wu, et al. [31] Convolutional Neural Network (

CNN) recognition model based 

on Random Forest 

97% adaptive median filter, 

Convolutional Neural N

etwork (CNN) based 

Dropout layer 

Das et al. [36] U-NET++ architecture 0.9069 median and Gaussian 

filters 

Instead of max pooling, 

the model uses mixed 

pooling, a combination 

of max pool and avg 

pool. 

Monani, et al. [28] CNN- LSTM, Softmax, Wiener filter (malaria: 

96.57% and 

pneumonia:96.93%) 

 

Median filter, Gaussian 

filter, Adaptive median 

filter and Wiener filter 
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Gaussian filter (Blood cell)= 

97.79% 

[*] Resnet 50 

Inception V3 

Dropout/Dense/ data 

augmentation 

4 filters (no previous studies  

have the 4 filters using SVM, 

RF, NB classifiers ) 

 

98% 

4 Filters:  

1)Gaussian filter, 

2)Bilateral filter, 

3)Median using 

OpenCV,  

4)Median using 

Skimage filters 
Note: [*]: Proposed model. 

 

There is an influence of using Inception V3 on the Median Using Skimage Filter that scored more than 96% in both the 

Dropout layer and the non-Dropout layer. Unlike what happens when using ResNet 50 on the Median Using Skimage Filter, 

which scored less than 90% and above 84%. 

Despite the results in the study El Asnaoui et al. [60] that says there were low influence of performance the Inception 

V3 on the Gaussian filter (more than 84% accuracy). Whereas they conducted their study without using a Dropout layer, they 

used a softmax classifier, and without using pre-processing for the data. While the results of our study proved that the results 

when using Inception V3 on the Gaussian filter are still high (more than 97%) when compared to the filters. More 

investigations are required to enhance the accuracy of Inception V3 on datasets using filters. As there are many existing 

techniques used for image segmentation and edge detection; however, none of the existing methods generated a promising 

segmentation output [65]. Still, it needs more of investigation, especially to evaluate these models on these filters.  

 

4.1.4. Results of Inception V3 without Using Dropout 

Table 6 displays the results of Inception V3 without using Dropout for five datasets: Original dataset, Gaussian filter, 

Bilateral filter, Median Using Skimage Filter, and Median Using OpenCV Filter. There is no big influence on performance 

when using Inception V3 on the datasets filters. The results were slightly similar for the original dataset and the results of 

datasets using filters. The results are slightly similar and considered high, scoring above 97%. The results for the original 

dataset (non-using filter) are in favor of SVM for the accuracy of (0.9770), precision (0.9919), recall (0.9762), and f1 score 

(0.9840). While the results of the Gaussian filter are in favor of SVM (0.9674), precision (0.9830), recall (0.9718), and f1 

score (0.9774). Still, the results for the Gaussian filter are better compared to other filters, and it has proven to be indispensable 

in different image detection tasks, which offers a smooth and efficient method to enhance and analyze data-based images 

[46]. 

The results of accuracy were enhanced when using Inception V3 on the Median Using Skimage Filter in both (using 

Dropout layer and non-Dropout layer), compared to the results when using Resnet 50 on the Median Using Skimage Filter. 

This because Inception V3 is sensitive to smaller, cleaner features in the data, and hence, it might perform better with cleaned-

up input data after applying a median filter compared to Resnet 50 that is a deeper network, using residual blocks, which 

means it focuses on learning progressively more complex abstractions [56, 66]. 

Our results match with a study that conducted by El Asnaoui et al. [60]. In their study, they compared the results of using 

the following models: VGG-16, VGG-19, Densenet_201, Inception_ResNet_V2, Inception_V3, Resnet_50, Mobilenet_V2 

and Xception. Despite we differ from them in that, they did not investigate the effect of dropout, data augmentation on the 

results, or the effect of using different classifiers; they used softmax only. Therefore, we used in our model the following 

classifiers: SVM, RF, and NB. The researchers concluded that the fine-tuned versions of Resnet50, MobileNet-V2, and 

Inception-Resnet-V2 showed high performance with increased training and validation accuracy (over 96%). In contrast to 

CNN, Xception, VGG16, VGG19, Inception-V3, and Densenet-201 showed low performance (over 84%). We match with 

their results in that the model Inception V3 scored less on the datasets with filters. In addition, the second-highest results 

were high specifically for the Gaussian filter compared to other filters. 

 

4.2. Second Research Question (RQ2) 

In addition to the research explained in the section on related works and presented in Table 7, a comparison with more 

recent and relevant work is provided below. 

Recent studies using Inception V3 and ResNet50 to classify pneumonia have demonstrated advances in medical imaging 

through deep learning approaches. A noteworthy study in Fatema et al. [74] developed a framework that integrates Inception 

V3 with ResNet50, achieving high performance metrics. They reported 85.5% accuracy, 87% precision, 84% recall, and an 

F1 score of 85.5% in a multi-class setting that included pneumonia classification among other conditions. In Fatema et al. 

[74], they achieved lower classification accuracy than what we achieved in our research. This may refer to many reasons for 

the effect of the following. 1) Using the image filters, 2) using optimized Inception V3 and ResNet50, and 3) using data-

augmentation techniques in our study.  

The same as achieved in the study [75], that conducted on chest X-ray images using transfer learning models based on 

Inception V3. They achieved 89.7% of accuracy when classifying pneumonia from other pathological conditions. While in 

other metrics like: precision, recall, and F1-score showed strong predictive validity, they recommended examining more 

granular metrics in future research. 

In contrast, in a direct classification research of pneumonia in Constantinou et al. [76] using Inception V3 and ResNet50. 
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They found that Inception V3 achieved a validation accuracy of 78% and an F1 score of 0.75. It is worth noting that these 

results are highly dependent on the size and quality of the dataset, underscoring the importance of robust preprocessing and 

optimization techniques for model training and validation.  

Recent research using different DL and ML models on pneumonia that has provided insights into performance metrics. 

A study in Arizmendi et al. [77] aimed to distinguish viral, bacterial, and non-viral cases from chest x-ray images analyzed 

using CNNs. Their results demonstrated an accuracy of 91.02%, precision of 97.73%, recall of 98.03%, and F1 score of 

97.88%. they used dimensionality reduction techniques to enhance classification performance and to present an efficient 

methodology for classifying pneumonia across different etiological factors i.e., smoothing and chi-square. 

Another research conducted on pneumonia in Serin et al. [78] applied ML techniques to classify pneumonia in children 

using clinical data. They achieved an accuracy ranging [77% - 88%] depending on the various clinical features like age and 

hypoxia. Despite the limitations of detailed performance metrics like precision and recall, this study highlights the importance 

of structured data analysis in improving the accuracy of pneumonia diagnosis prediction. The comparison with the previous 

research confirms the reasons that make the results of our research is more reliable as mentioned above in the first paragraph 

of this section.  

Table 7 illustrates a more detailed comparison of the results of this research with the most similar studies conducted in 

the field of pneumonia detection based on chest X-rays. The details are highlighted in the following points. 

● The results obtained from this research are considered high when compared to the results of previous studies in 

detecting pneumonia using X-ray images. 

● The differences in the methodologies used in the studies including this research are huge. The previous studies did not 

use four different filters, three classifiers (i.e., SVM, RF, NB), Dropout layer, six types of Data-augmentation in their 

model as conducted in the proposed model. 

● The datasets are used in most studies including this research are considered in the same range. But, the data in this 

research were increased six times by using six types of Data-augmentation technique. 

● The total experiments conducted in this study is 144 experiments, which are as follows:2(CNNs models) * 6 (data-

augmentation) * 4(filters) * 3(Classifiers). 

● It is clear from the table content and the related works, there are shortage in studies conducted on filters that would 

provide diverse in the methodologies and results. 

 

5. Conclusion 

Early detection of pneumonia is essential for reducing diagnostic delays, easing the workload on healthcare professionals, 

and ultimately saving lives. Traditionally, diagnosis depends on a radiologist's ability to identify signs of pneumonia in chest 

X-rays, which is both time-consuming and prone to human error, especially when handling large datasets. Therefore, the 

development of automated diagnostic frameworks in this domain holds significant promise for improving healthcare delivery. 

This research aims to improve diagnostic efficiency in regions with limited access to radiologists by facilitating early 

diagnosis of pneumonia in order to prevent negative consequences (death, etc.). This research is designed based on using two 

distinct CNN models as part of a deep learning framework for pneumonia detection. These are pre-trained models, ResNet 

50 and Inception V3, which take advantage of DL classification of cardiac X-rays into two categories: normal and pneumonia. 

To improve performance, the study employed several data preprocessing strategies, including image resizing and data 

augmentation. Additionally, four commonly used image filters Gaussian, Bilateral, Median (Skimage), and Median 

(OpenCV) were applied to evaluate their impact on classification accuracy. The influence of Dropout regularization was also 

investigated to assess its effect on overfitting and generalization. 

The results of ResNet 50 using the Dropout layer achieved accuracy values of 98%, 97%, 97%, 95%, and 84% for the 

Gaussian filter, Bilateral filter, Median using OpenCV, Original dataset, and Median using Skimage filters, respectively. 

While the results of ResNet 50 for the non-Dropout layer achieved accuracy values of 98%, 97%, 94%, 97%, and 84% for 

the Gaussian filter, Bilateral filter, Original dataset, Median using OpenCV, and Median using Skimage, respectively. 

The results of Inception V3 using the Dropout layer achieved accuracy values of 97%, 96%, 98%, 96%, and 96% for the 

Gaussian filter, Bilateral filter, original dataset, and Median using OpenCV, and Median using Skimage, respectively. While 

the results of Inception V3 for the non-Dropout layer achieved accuracy values of 97%, 96%, 98%, 96%, and 96% for the 

Gaussian filter, Bilateral filter, original dataset, Median using OpenCV, and Median using Skimage, respectively. It is clear 

that the ResNet model achieves the highest results compared to Inception V3. The results for Median using Skimage with 

Inception have been enhanced compared to ResNet 50. This may be attributed to Inception V3’s ability to capture finer 

details, and hence, it might perform better with cleaned-up input data after applying a median filter compared to ResNet 50, 

which is a deeper network using residual blocks, meaning it focuses on learning progressively more complex abstractions 

[56, 66]. 

The results of the accuracy can be enhanced when using both the Gaussian filter and the model ResNet 50. There is no 

significant difference between using a dropout layer or not in the case of using ResNet 50 or Inception V3. Based on that, we 

can conclude that using the right filters and the model may greatly increase classification accuracy. In addition, the results 

across all datasets were in favor of using the classifier SVM compared to RF and NB. 

In the case of using the model Inception V3, the results in the four filters (Dropout/non-Dropout) were slightly similar. 

Still, the Gaussian filter is the best compared to other filters, and it has proven to be indispensable in different image detection 

tasks, offering a smooth and efficient method to enhance and analyze data-based images. Its consistent performance above 

97% highlights its robustness. Further investigations are recommended to enhance the accuracy across other filters using 

different CNN models. 
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Finally, although various techniques exist for image segmentation and edge detection, many still fall short in delivering 

consistent and reliable results. Additional research is needed, including further evaluation of visualization techniques such as 

hot color maps, to assess their potential role in enhancing classification performance. 
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